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Introduction 
Due to the current social, economic, and environmental crisis, the citizens of the world are facing greater 

challenges, and every year millions of people are falling into vulnerability and poverty statuses. For 

that reason, social protection programmes are becoming a core part of the development planning of 

the countries. These programmes are designed to support those who, due to unexpected events such 

as natural events and sudden economic crisis, have seen their livelihood affected, and if they do not 

receive support, then the consequences of the shock can last for many years. Similarly, the programmes 

also aim to target those groups that are facing structural challenges in society (e.g. single mothers, 

people with disabilities, and elderly population) so that their problems can be reduced or at least 

attenuated and accordingly, they will have enough tools to develop their personal and professional 

careers. In this way, social protection programmes currently involve a wide spectrum of strategies to 

prevent poverty or reduce its impact, tackling both the structural problems that are causing it, as well 

as its consequences..  

In a period where resources are scarce, and people’s needs are raising, the governments need to 

develop strategies that allow them to benefit the people who need them the most. With these 

strategies, policymakers can improve their chances in choosing the right programmes to use money 

efficiently, and in that way cover, as much as possible, the needs of the population. Unfortunately, 

there is no magic recipe for the success of this aspect, since the local reality of each country, its culture, 

environment, institutions, and history make each case unique it many ways. For that reason, it is not 

reasonable to claim that there is a solution that fits all the countries in the same way. Nevertheless, it’s 

important to recognize that some structural elements of these programmes have similar patterns. For 

example, given the limited resource, any social assistance programme needs to have a mechanism that 

collects information from the individuals and decides if they have the characteristics needed in order 

for them to become beneficiaries. Therefore, while it is not realistic to create a manual that provides 

the right guidelines on how to structure social security programmes, it is possible to develop a manual 

that can guide the policymakers on how to organize and analyse the data that is currently generated 

by the system in a way that supports the main elements of the programmes, and identify possible 

areas for improvement. After doing these first-level evaluations, the policymakers will have enough 

information on some of the points where the system needs improvement and proceed accordingly. 

 

Social Protection Programmes Rapid Assessment Framework (SPP-RAF) 

Social protection assessment tools are common in the international literature and present (based on 

different perspectives), the key points that the social protection system needs to be aware of. Some 

of these frameworks are highly conceptual and are tailored to guide the reader on identifying the 

overall strategy of the system (UNICEF, 2019), other frameworks are more focused on the continuous 

monitoring of the goals of the programme in order to identify their efficiency and efficacy (OECD, 

2019), other frameworks place their attention in the advocacy and socialization strategy, and how to 

approach the different stakeholders to guarantee their commitment to the implementation of the plans 

(ILO, 2016), and finally other frameworks develop logical analytical tools to identify the capacity and 

challenges that a programme can face (GIZ, 2017).  

Taking important lessons from the available frameworks and tools, the SPP-RAF aims to provide 

practical low cost assessments that, without expectations of being exhaustive, can be regularly 

implemented as part of the programmes and can inform the policymakers on key points affecting the 

success of the programmes. For that reason, the framework is built on four steps aligned with the 

diagram displayed in Figure 1. 
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Figure 1: SPP-RAF 

While each step is explained in detailed in the following chapters, the overall logical path goes as 

follows: 

1. Profiling beneficiaries: The first part is based on the data collected from the beneficiaries. In 

this stage there is a set of statistical tools that groups them according to their traits. These 

profiles allow the policymakers to understand who are benefitting from the program, what 

are their needs, and if possible to improve the targeting of their benefits to guarantee their 

prompt recovery or efficient alleviation of their hardship conditions. 

2. Targeting characteristics: The second part is based on the selection process of beneficiaries. 

By reviewing the official selection criteria and contrasting them with the traits of the current 

beneficiaries, this step identifies what are the characteristics that the selection process is 

choosing. In addition, it provides inputs for a high level discussion where decision makers can 

reflect on the current variables that are defining who is part of the programme, discusses their 

relevancy given the current and future of the system, and checks if additional variables are 

needed and if some of the current ones need to be reframed or removed. 

3. Coverage evaluation: The third part is based on the information of the current beneficiaries 

and the reduced information (collected by other administrative sources) on non-beneficiaries. 

By identifying outliers within the current beneficiary population, and estimating the missing 

characteristics of the non-beneficiaries, this section estimates potential individuals that deserve 

to be selected as beneficiaries but are not currently in the system. It also identifies those 

beneficiaries whose combination of selection characteristics is atypical, and it might be the 

case that some of these variables are not accurately recorded. Although this information is not 

enough to identify people that are misallocated, it guides the decision-makers on flagging 

key socio-demographic traits where these issues can be taking place and proceed accordingly. 

For example, this step can guide the policymakers in the identification of governorates that 

can have a systematic sub registry of beneficiaries and allows them to discuss better ways to 

improve their outreach strategy in this area. 

4. Beneficiary evaluation: The last step is based on the capacity of the system to trace the 

individuals while they are participating in the programmes and understand how their traits 

change. Social security programmes are created to improve the conditions of their 

1. Profiling 
beneficiaries

2. Targeting 
characteristics

3. Coverage 
evaluation

4. Beneficiary 
evaluation
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beneficiaries; therefore, one ordinary question can be asked about the capacity of the 

programme to improve these conditions. Thus, by identifying key tracking variables and 

following individuals as they evolve through the programme, it is possible to check if the 

individuals are engaging with the system and using it to improve their livelihoods. Caveat: In 

contrast to the other steps, this last one requires a detailed analysis on the identification of 

trackers, trend evaluation (being able to distinguish the benefits linked to the programme from 

those general benefits associated to the overall improvement of the society), and the capacity 

to know if the individual is getting the benefits of the programme or is just nominally 

participating. As these elements require a large set of techniques that are distant from the 

other three steps, the manual develops the first three steps in details and this final step is left 

for a subsequent manual. 

To maximize the practicality of the SPP-RAF, it has been built upon four pillars: 

 Systemization: The statistical techniques used to implement the SPP-RAF: are replicable 

(therefore the results are independent of the individual calculating them), can be scaled (the 

same tools can be used even if the programmes increase their number of beneficiaries or their 

coverage package), are standardized (the same analytical procedure can be applied to 

different programmes), and adaptable (as priorities of a programme evolve, the analytical 

tools reflect these changes and inform policy makers accordingly). 

 Quantitative Analysis: The process uses administrative generated data, allowing low-cost 

data collection and regular updates to be done to the system status. E.g. it uses data from the 

questionnaires that people need to provide in order to access the program, and additional 

data that they fill when they report their taxes or payment for public services. Moreover, it is 

designed to begin with low data requirements and increase as the social protection system 

matures. Finally, conclusions from analysis reflect the local situation, as it is seen from the data 

gathered for the programs. Thus, these tools can both help to guide decision-makers on doing 

policies as well as the data managers to continuously improve the information system. 

 Evidence Base Decisions: Conclusions from the process are supported by the data evidence. 

Thus, the process is transparent and strengthens the accountability and legitimacy of the 

organization. For example, policies that are derived from these conclusions can help policy 

makers to argue in public debates, as they can refer to the data that supports the policy. 

 Status and Evolution: By regularly monitoring the system, the process helps identifying: 

a. Populations that have improved by the programs. E.g. Programmes on unemployment 

that help people to get jobs. 

b. Population with difficulties accessing the programs. E.g. People having problems to 

reach public institutions to apply to the program. 

c. Programmes whose selection methods are not as relevant as before. E.g. Programmes 

that were needed in the past for formalization of jobs, but when the system changes, 

then these programmes are no longer needed. 

d. Programmes whose targeted population has changed. E.g. more and more young 

women are willing to join the labor market and need new policies to support them.  

Manual structure and final remarks 
The present manual is not meant to serve as a self-learning material. It’s a teaching aid produced by 

ESCWA that complements the trainings syllabus on quantitative analysis for social assistance 

programmes and that can also be used as a quick refresher for the trainees. Moreover, to get the most 

of the manual, it comes hand in hand with the files associated to the codes and datasets used for the 

explanation of different contents. 
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The manual is divided into two parts. Part 1, which includes chapters 1 to 5 is aimed to provide an 

overall introduction of the statistical software used to implement the SPP-RAF. The chosen statistical 

software is R. Due to its great flexibility and its open source characteristics, the statistical programme 

R has become more popular for developing quantitative analysis that requires standardization of 

large data sets and massive generation of reports. For those reasons, the current training programme 

is based on this statistical package. While trainees who are familiar with this software can go directly 

to part 2 and review the statistical tools that implement SPP-RAF, they are still encouraged to quickly 

go through the last chapters of part 1 (in particular Chapters 4 and 5) as they introduce ways to 

connect the software with Excel in ways that facilitate the creation of reports. Once the manual covers 

the knowledge of the software, the second part of the manual, which includes chapters 6 to 8, discusses 

the different steps of the SPP-RAF at a conceptual level and then shows the relevant tools and codes 

required for their implementation. 

Finally, to improve the link between the concept and the applications, all the examples provided for 

the implementation of SPP-RAF are based on a fabricated country that has a social protection 

programme that wants to assess. The full case of study starts early on chapter 2 where the 

functionalities of R are illustrated by describing the data of this country. For that reason, trainees that 

want to go directly to the implementation tools, are recommended to quickly read the fragments of 

Chapter 2 to 5 that describe the case study in order to have a better understanding of the illustrative 

examples of part 2.  
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Part 1: Standardizing work with R 
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Chapter 1: Introduction to R 
Aiming to level the trainees that have not been exposed to R before, this chapter aims to describe the 

basic functionalities of the program. It begins in introducing the software and the way to install it, then 

it describes the different components of the interface that the programme uses, and finally, it explains 

how to create basic codes1.  

What is R? 

 R is a language and environment for statistical computing and graphics 

 R provides a wide variety of statistical and graphical techniques (linear and nonlinear 

modeling, classical statistical tests, time series analysis, classification, clustering, etc.). These 

techniques can be used for the systematization of quantitative analysis of social assistance 

programmes to support evidence-based decisions.  

 In itself, R does not have a user-friendly interface that facilitates the visualization of inputs 

and outputs that are used by the program. Therefore, to be able to use R in a comfortable 

way, it is essential to download an interface called “Rstudio” that improves the way in which 

the user communicates with the software. 

Due to this last point, the next section presents the steps on how to download both R and R Studio. For 

a more detailed explanation on the installation process, please go to: 

https://courses.edx.org/courses/UTAustinX/UT.7.01x/3T2014/56c5437b88fa43cf828bff5371c6a

924/ 

 

  

                                                
1 For avid learners, a recommended reading to expand the knowledge on the R 
software the live book “Applied Statistics with R” by David Dalpiaz, which is 
regularly updated and can be found on the link 
(https://daviddalpiaz.github.io/appliedstats/applied_statistics.pdf). The current is 
based on Chapters 1-7 of this book. 

https://courses.edx.org/courses/UTAustinX/UT.7.01x/3T2014/56c5437b88fa43cf828bff5371c6a924/
https://courses.edx.org/courses/UTAustinX/UT.7.01x/3T2014/56c5437b88fa43cf828bff5371c6a924/
https://daviddalpiaz.github.io/appliedstats/applied_statistics.pdf
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Installing R and R Studio 

Step 1: Go to https://www.r-project.org/ and then click on “CRAN” link that is at the left of the 

webpage. 

 

 

Step 2: Press any link to proceed from the list that starts with 0-Cloud 

 

 

Step 3: Click on “Download R” for either Windows or Mac (depends on your device) 

https://www.r-project.org/
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Step 4: Click on “install R for the first time”  

 

 

Step 5: Then, click on “Download R for Windows” (the illustration is based on a Window’s computer, 

but the installation for Mac is equivalent).  
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Step 6: Run the installation file on your device and follow the instructions from the installation program.  

After successfully installing “R”, proceed with the installation “Rstudio” 

Step 1: Go to www.rstudio.com, and click on “Download”. 

 

Step 2: Click on the “Free” version of Rstudio  

http://www.rstudio.com/
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Step 3: Finally, click on “Download Rstudio”. Once you have downloaded the installation file, open it 

and follow the instructions that appear on your screen. 
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RStudio Interface 

When you launch R studio on your computer, you should see four blocks of Rstudio interface: 
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The first quadrant is called the source; here you will be able to write the code scripts, safe it, see data 

bases, and define the code lines you want to execute. 

 

The second quadrant is called the environment and history and it will display all the variables that you 

have uploaded into the system. Among these variables you will find lists, functions, datasets, and other 

objects that will be useful to develop the corresponding exercises. This window also allow you to check 

history, connections, and tutorials, but these tabs are not relevant for the current manual. 
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The third quadrant, named here the multipurpose quadrant, is the most useful as it will allow you to 

quickly check your files, preview the plots that you have created, check the packages that are 

uploaded in the system (explained in the next section) and finally, check the help manuals of the 

software. 
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The final quadrant is the console, and it is where you will see the results of the code you run in the 

source section. In the console you can also write basic code lines, but this practice is not recommended 

as it doesn’t let you to keep a clear trace as the source does. 

 

 

Packages and libraries 
Packages represent groups of R functions and codes that the programme uses to do the statistical 

analysis. There is a set of basic packages that are used as part of the R source code and are directly 

accessible as part of the R installation, i.e. you don’t need to uploaded in to the system. These basic 

packages contain the main functions that permit R to work, and perform typical statistical and 

graphical functions on datasets.  

The packages are kept in the “libraries” and, if you want to use it, you have to let R know about it. To 

do this, you have to use the library() function. 

 

Once you write the previous statement in the source quadrant, the natural question is how to execute 

this line (i.e. to let R know that you want it to perform the instruction). There are two ways to do this. 

The first option is to select the command line you want to run and press “Ctrl+Enter” on the keyboard 

(recommended option).  

 

The second option is to select the command line and press in the bottom: “Run”. 
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Installing packages 

R is an open software, and every day new packages created by users appear to facilitate the 

analytical tasks of the users. In order to use them, these packages need to be downloaded and 

installed. The set-up process can be done in two ways. 

The first way involves using the current tabs on the multipurpose quadrant. There you click on the 

Packages tab and then the Install bottom. There you can write the name of the package you want to 

download and install it. Notice that as you begin to write the name of the package you want to install 

(for the sake of example, we want to install “ggplot2”), the menu will help you giving you suggestions 

on the packages that are available. This will help you to avoid spelling mistakes. 
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You can also install a package a package by executing the function install.packages() in the command 

line. This option requires you to know the exact expelling of the program, but it helps you to keep your 

codes clean and complete. This can help you to improve teamwork and avoid coordination issues. For 

example, if you share your code with another person, and that code needs a package, then the code 

will not run. However, if you added this line to the code, the computer automatically installs the 

package in that computer and you will be able to run the code. 

 

On a final note, remember that downloading the package is one thing and uploading it into R is 

another thing. Hence, always remember to load all the packages that you need by using the library 

function. 

Elements in R 

Having covered the most structural elements of the program, this section reviews the types of objects 

that R uses to develop its work. 

Variables 

The variables are evaluated by the system. R contains different types of variables: numeric, character 

and logical. To create a variable you just name it, and via an “=” sign you define it in the way you 

want.

 

Notice two things: 

1. As soon as you run the command lines, the environment and history quadrant will report the 

variables that you defined. However, you will not be able to see the values in the console. If 

you want to see them, you have to run the command only with the name of the variable, as in 

the example it is done with C. 

2. There are some command lines beginning with “#”. R is design to stop reading a line after this 

sign is written. So you can use it to add comments to your code that makes it easy for other 

people to understand you. 
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Vectors 

Another basic element in R is an array or a vector that gathers variables of the same type: e.g. all the 

variables of the same vector are, either numeric, or character or logical. 

 

In this example, notice the following things: 

1. To create the vectors, a function c() is used. This function stands for concatenate, and as you 

see, it puts all the elements inside in a list.  

2. Notice the subtle changes in the description of the variable in the second quadrant. For 

example, for variable A, it says “num” stating that is a numerical variable, and then it says 

[1:3] meaning that you have three entries indexed from number 1 to number 3. 

3. When you call the vector, as in the example of B, the console displays all the elements. 

4. However, if you want to specify a given item, you can use the square brackets and make 

explict what entries you want. In the example, the codeline requests to see only entries 1 and 

2. 

Matrices 
Matrices are similar to vectors, but with more dimensions. The next example shows you how matrices 

look like, and also how you can create them.  
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The previous code goes by steps. First it creates two vectors, A and B, and then, using the functions 

rbind() and cbind(), it “pastes them” to form a matrix, where the first one attaches them by rows and 

the second one by columns. In contrast to a vector, a matrix has two dimensions, for that reason on the 

second quadrant you see a double structure mentioning first the number of rows and second the number 

of columns. A quick way to know the dimension is to use the function dim(). As you can see in the 

example, the output of this function is a vector with values 3 (for the three rows of D) and 2 (for the 

two columns of D). 

Finally, similar to vectors you can use square brakets to call specific entries. Yet, as they have two 

dimensions, you have to specify values in both. In this example, calling D[2,2] shows us the value on the 

second row (first entry in the bracket) and the second column (second entry in the bracket). 
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Factors 

Factors are used to identify categories with variables. For example, when a survey asks for your 

education level, you like to see values such as “Primary”, “Secondary” or “Tertiary”, but the way they 

give the data set you see values such as 1, 2, or 3 (representing each education level). So you need 

to let the software know that those numbers are not from a numerical variable, but are representing 

specific categories. Factors are the way to do this exercise. 

 

Following the previous code, the original vector has numeric values, so when you run it (lines 2 and 3) 

you just see numbers. However, after using the function factor(), the programme understands that these 

values represent things. Still, notice that this is not immediate, this function, in contrast to the previous 

ones that you have seen, has three elements. First you put the vector you want to specify. Second you 

specify the levels that are categories, and finally, in the same order as the levels, you write the labels 

that you want for these categories. 

Now, notice that when the content of A is seen after the factor exercise, you do not see any number, 

but you see categories. Yet, there is an <NA> in the fifth position. As you can see, there are only three 

specified levels (1,2,3), but the original vector has a value “4”. Given that this level is not specified, 

the programme marks it as a missing value as it is probably caused by a typing error when the 

enumerators processes the survey.  

Data frames 
In contrast to matrices, data frames can contain variables of different types. This allows you to work 

along with categories, numbers, characters, and logical variables in a single frame. 
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Let’s highlight some elements of the previous code. First, the code creates four variables: Name, edu, 

Age, and Beneficiaries, referring to three ladies participating in a social protection program. Each 

variable has a different type. There are numbers (age), categories (edu), characters (names), and 

logical (beneficiaries). You need to have them as a single object to be able to work with them, so you 

use the data.frame() function to put them together. The function is easy, you add the vectors you want 

and it automatically arranges them. However, notice subtly that for education, there is a difference. 

By using the trick presented in the code, you can adjust the names on the dataset so that the data 

frame has exactly the name you want. Finally, in contrast to matrices, if you want to call a value from 

a data frame you use the “$” symbol with the name of the variable. 

Function 

A Function is a code or set of instructions to perform a specific task. It can receive some input values 

and then, work with them until a desired result is obtained. Then, the code gives the user the result. R 

comes with several built-in functions, but it also allows users to create their own. Currently you have 

seen several of them, like rbind() or factor(), but this section discusses the point deeper. 
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A function is represented by the following:  

 

 

 

 

 Function-name: The name of the function that is stored in R. 

 Arguments: Inputs that a function requires. They are optional and can have default values, but 

in case they are needed, they have to be defined. 

 Expression: A set of statements that defines what the function does. 

  

In the previous example, the outlined structure was used to create a function. First you tell R that the 

function has two inputs “a”, and “b”. Then you explain that the function adds them in “y” and reports 

its value. Running only the function (lines 1-4) does not show results because it’s an instruction not a 

process. However, in the second quadrant a comment appears to show that you created that function. 

Also, if you call the function, the only thing you see is its script. In order to use it, you to call it, and then 

put parenthesis with the inputs. So, as you can see in line 8, it calls the function to add 1 and 3, and 

saves it in A, where A is 4.  

Function-name = function (arg_1, arg_2, …) {  

Expression 

} 
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Besides having your thoughts structured, a function can help you to have a cleaner code. Notice that 

even though the function uses a “y” variable, this doesn’t appear in the output because it is an internal 

process. 

 

Conditional statements 

The if/else command assesses a condition and depending on it, the command guides the code into two 

different outputs. After the assessment of the condition (statement1 in the example below), if the value 

indicates that it is TRUE then the first declaration is executed (statement2 in the example below); in 

contrast, if the condition is FALSE, then the second declaration following “else” is executed (statement3 

in the example below). The main composition is: 

 

 

 

 

 

 

In the example below, the command if performs the following assessment: if x is less than zero, it will 

return or print “Negative number” text on the screen; if x is greater than zero, it will return “Positive 

number” text; otherwise it will return “Zero”.  

  

Notice form this example that the last else has no conditions because it will print whatever goes inside 

as long as it haven’t satisfied any of the previous instruction 

If (statement1) {  

statement2  

} else { 

statement3 

} 
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Loops 

Finally, some codes need instructions to be repeated for several times. For this case, R presents two 

easy ways to do it.  

While loop 

 

 

 

In this case, you need to create a stop condition and once that condition is met, the code inside the 

while stops repeating. 

 

The example code displays numbers from 1 to 6. However, there are important elements to highlight: 

1. It begins initializing the counter in 1.  

2. Once inside the loop, it updates “i” to increase one value. If you don’t do that, the condition 

will never be reached, and the computer will run forever.  

3. The second quadrant only shows the last result. 

 

 

 

while 

(test_expression) { 

statement 

} 
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For loop 

 

 

 

 

For loops do not have a stopping condition, but you have to specify the exact values that you want it 

to evaluate. 

 

Notice from the previous exercise that to do the loop, it was important to specify a vector x with all 

the values that are relevant. Then, you initialize y in 0, and then in each step you add to the original 

value of y each of the entries of x, until you get the result of 21 which is 0+1+2+3+4+5+6. 

 

  

for (element in a sequence) 

{ 

statement 

} 
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Chapter 2: Data management 
The purpose of the following section is to work on how to manage datasets. For that purpose, a 

simulated case has been built to help you understand better the most relevant functions associated with 

data management. During each of the following exercises you learn different perspectives of the 

dataset that will be useful later for the analysis of social assistance programmes. 

Uploading data 
In order to begin the analysis of a dataset, the first step is to know how to upload it to the file. For this 

exercise, you will use the “CleanData.xlsx” file that is inside the Input folder and there, it is inside the 

Data folder. While this example is done based on an excel file, a similar process can be done by 

uploading data from different formats. 

 

To upload the dataset, go to the second quadrant and click on “Import Dataset” there as this example 

shows, click on “From Excel…”  
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In this emergent window, you see the bottom “Browse” where you can find the relevant dataset and 

upload it. Once it is uploaded and you verify that all the parameters are OK, you can click import. 

However, it is recommended to notice the code. If you copy these codes into your main script, then you 

do not need to run everything from 0 again, but you can run it directly from the fist quadrant. 

 

You will now be able to visualize your dataset in R and in the second quadrant you will find a quick 

summary saying that you have 40000 observations from 16 variables. 

Managing the data 

To understand better the dataset, you need to work more on its content and for that purpose this 

section relies on the package “dplyr”. Remember that for any package you want to use, you need to 

upload the library first, so please make sure to include this first line in any code you create: 
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The library dplyr is very useful for data management as it allows to organize complex processes into 

simple segmented instructions. However, to do it in a proper way, it is important to know the variables 

in the dataset and for that purpose the best starting point is by knowing the variables inside. 

 

Notice that in this command line we copied part of the code used to upload the data so that now we 

can do it automatically, but we added the line for the dplyr package so that it uploads automatically. 

Please notice that the path of the files depends on the computer, so the green text can change 

depending on the computer you are using. 

Now, the new function that is presented here is colnames(). This function allows you to understand better 

the names of the variables within the file. Depending on the data set, sometimes names are confusing, 

so it’s always recommended to clarify any doubt with the data source to understand each of them. In 

this case, this is the description of the dataset. 
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Dataset description:  

The dataset was collected from the social protection program of the kingdom of AP. The data 

includes the information of 40,000 individuals, and 16 variables from them. 

 region: The kingdom is divided in 6 regions, represented by the letters A, B, C, D, E, F, G. 

gender: This variable represents the gender of the individuals “Male” or “Female”. 

age: This is a numerical variable with the age in years of the individual. 

education: Describes the maximum education level achieved by the individual. The categories are 

“Primary”, “Secondary”, “Bachelor”, TVET”, “Postgrade” (Yes, the data comes with a spelling mistake 

that we need to correct in the following steps). 

employment: Describe the labor force situation of the individual (In this case the instruction does not 

give us the categories and we will check them by ourselves). 

incomeQuantile: The income quantile of the individual. It goes from D1 (the poorest) to D10 (the 

richest). 

householdMember: Number of individuals in the household. 

popRoom: Number of people per room. This variable is only registered for individuals that 

participate in the social aid program. 

incomeSources: Number of income sources in the household. This variable is only registered for 

individuals that participate in the social aid program. 

consumptionShare: Share of expenditures dedicated to food consumption. The kingdom records this 

variable from a different source, so it is available for all individuals, even if they are not in the 

program. 

publicServiceShare: Share of expenditures dedicated to public services. The kingdom records this 

variable from a different source, so it is available for all individuals, even if they are not in the 

program. 

indebtness: Indebtnex index calculated by the financial sector. The kingdom records this variable 

from a different source, so it is available for all individuals, even if they are not in the program. 

internetAccess: “Yes” if the individual has access to internet, “No” otherwise. The kingdom records this 

variable from a different source, so it is available for all individuals, even if they are not in the 

program. 

healthAccess: “Yes” if the individual has access to health services, “No” otherwise. The kingdom 

records this variable from a different source, so it is available for all individuals, even if they are 

not in the program. 

score: Using the previous seven variables, the government calculates a score and based on the score 

people can access the programme. This value is only available for beneficiaries. 

participant: “Yes” if the individual participates in the programme, “No” otherwise.  
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While inspecting the list of variables, now it is clear why some variables appear as NA in the dataset.

 

For example, notice that observations 26325 has NA in popRoom but 26326 has a value. This means 

that the first one represents a person who is not a beneficiary of the program, while the second one 

represents a beneficiary. 

The description of the data set also allowed us to evidence some elements we wish to correct such the 

spelling mistake in education, and some additional information we would like to gather, such as the 

categories of employment. As it was explained in the previous chapter, some commands from a data 

frame can be used directly as if they refer to vectors, as long as we mentioned them correctly. 

 

Notice that to solve the problem of the unknown information, using vector functions as unique() is 

sufficient for the task. By applying this command to the employment vector, the console shows that this 

variable only has three categories.  
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The correction of the name can also be done, by using these basic functions, but for this case the dplyr 

package can make things easier. However, before using it, it is important to introduce the command 

pipeline “%>%”. Once this symbol is used, it means that you can use whatever is in the left of the 

symbol as an input to the function that is on the right. 

 

In this example, the focus is on lines 5 and 6. In line 5 you create a new data frame called 

“CleanDataNew” that is the same as “CleanData”, BUT, then you add the pipeline, and add a new 

instruction in line six. This instruction is the function mutate(), that allows you to modify existing variables 

or to create new variables according to a given criteria. In this case that criteria is in itself another 

function called ifelse(), as the name suggests, it has three parts, the first part is the condition. Here, the 

condition is for those values in education that are equal to “Postgrade”. The second part is what happen 

if the condition is true. In this case, we want to change the spelling to “Postgrad”. Finally, if the condition 

is not achieved then you want to have the same value as it originally has (i.e. education). In this way, 

with a set of intuitive commands the spelling has been corrected. 

The function mutate() is quite open and allows us also to create new variables. In the following example 

the command is used to create a new variable that measures the age in days. For this purpose, a new 

variable is created with the name “ageDays” and is calculated as 𝑎𝑔𝑒 × 365. Notice that the function 

mutate() performs this task automatically and allocates this new variable at the end of the dataset.  
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Sometimes datasets are quite large and include multiple variables that are not relevant for the 

exercise that you need to perform. In these cases, there are functions that help you select only the 

variables that you want or remove those that you do not want. 
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As shown in the previous example, the key function is select(). However, in each case you use it 

differently. In the first case, you are selecting only the three variables that you want to show (and 

notice that they appear in the same order that you selected them). In the second case, the code adds 

a subtly “-” sign before the vector and this allows the programme to know that the idea is to remove 

these variables from the data set. 

Similar to the excess of columns, sometimes there are more observations than those needed in the 

dataset. In this case, the function filter() becomes a useful tool to only select the observations that 

satisfy the conditions needed. The most useful logical instructions here are: 
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< smaller than 

> greater than 

== equal to 

<= less or equal to 

>= greater or equal to 

%in% 

Value in the vector (we 

used this command 

before in the ifelse() 

& and 

| or 

 

 

Accordingly, the data has been filtered and only individuals below 30 that are unemployed or 

employed are selected. While you can check the data and see how it changes, it is good to highlight 

that the new dataset has only 14,639 observations instead of 40,000. 

Another very common exercise is to summarize variables according to given criteria. For this case two 

functions become convenient. The first one is group_by() which, as the name suggests, tells R that every 

command after that is done by groups. The second one is summarise(), a command that helps to collapse 

the data according to the criteria selected. 
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The previous example uses these two functions in two ways. The first one groups the data by 

employment status and then calculates the average age of each group. The second one calculates the 

youngest individual in each group. This command subtly explores two new elements: 

1. The command summarise drastically changes the data structure. After it is applied, now there 

is only one observation per group member (3). 

2. Two pipelines are concatenated to develop the exercise. 

By exploring this last observation, you can see the value of the pipeline. Consider the following 

instructions: 
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1. Create a variable of age in days 

2. Choose only people that are beneficiaries. 

3. Select only the variables of age (in days), gender, and region. 

4. Calculate by gender and region the average age (in days) of the beneficiaries. 

  

In this case the previous example shows how to do the four instructions in a single command line.  
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Finally, while this table is useful for other computer processes observed in the next chapter, the format 

is rather unfriendly for a reader. For that purpose, many users prefer to display the table in a wide 

format (in contrast to the long format currently produced). For this purpose, the function spread() 

supports that requirement. 

 

As it can be seen from the previous exercise, this format is friendlier for the reader. Notice two 

elements: 

1. The function spread() uses two arguments, the first one is the variable you use to put in the 

wide format (in each column), and the second is the value that goes to the content of the table 

(in this case age). 
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2. Sometimes, the R console does not display some parts of the resulting data frame. This does 

not mean that the column or row disappears. R internally uses it, but just for the sake of the 

screen size and the reader preferences it doesn’t show it. 

Two final notes: 

First, the opposite function of spread() is melt(). 

 

As it can be seen in the example, the function melt() reshape the data to long format, but during that 

process the name of the variables changes, so be careful for this. 
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Second, sometimes frequency tables need to be generated and instead of taking a long path with 

transformations summarizing values, there are already some predetermined functions to do this. 

 

In this example and in contrast to all the previously stated cases, using a direct function without dplyr 

helps to get quicker the desired table of number of observations per category. 

In general, the functions introduced in this chapter are selected based on the usefulness of the codes 

that are relevant for the SPP-RAF, however there are many other interesting functions that can help 

the enthusiastic reader to improve his knowledge in managing databases. For those readers, two 

starting points for advanced relearning are recommended: 

 https://cran.r-project.org/web/packages/dplyr/vignettes/dplyr.html 

 https://datacarpentry.org/R-ecology-lesson/03-dplyr.html 

 

 

  

https://cran.r-project.org/web/packages/dplyr/vignettes/dplyr.html
https://datacarpentry.org/R-ecology-lesson/03-dplyr.html
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Chapter 3: Graphs 
It is frequently said that an image is worth a thousand words and this implies that the image is good. 

The process of representing information in graphs and charts is an art and the trainee needs to be 

aware that depending on the type of data and the values that you want to highlight, some graphs 

work better than others. Fortunately, the package “ggplot2” allows you to have a wide spectrum of 

graphs with many flexible options that let you standardize the reporting processes while taking care 

of the design. There is a vast number of designs for graphs and each day new graphs appear. Hence, 

rather than pretending to be exhaustive, this section explains the basic elements of the ggplot2 

package and then guides the reader on how to work with the graphs by themselves. Due to the 

flexibility, different programmes teach this package in different ways, but the way presented here is 

expected to produce easier interpretation of the codes and facilitate the process for the trainees who 

are new to R. 

Basics 
To understand the basic elements of a ggplot2, let’s start with a bar plot that displays the average 

age of individuals based on their region. 

 

To create the graph, three steps are needed: 

1. A pipeline that links the data that will be used for the plot with the ggplot() function. 

2. Inside the ggplot() argument there is another function called aes() where the user specifies the 

names of the variables in the x and y axes. 

3. The command line ends with a “+” sign that works as a pipeline to connect with the next 

instruction of the graph; in this case the instruction is the one that determines the form of the 

graph, which in this case is a bar plot, thus the function is geom_bar(). 

To increase the level of challenge, suppose that the task is to produce a bar plot that displays the 

average age of individuals based on their region and gender. 
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There is only one change between this graph and the previous one. Now, there is an additional 

parameter in aes() associated to this new variable. Different graphs have different attributes, as it 

will be shown in the following examples, but the package ggplot2 allows to do this in a user-friendly 

way that assigns all these characteristics to the aes() command so that the user knows where to place 

them. Having said that, the current graph is not good. It does not make sense to pile up the age of 

women and the age of men, and this makes the graph confusing and uninformative.  
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Now, by specifying the position as “position_dodge()” inside the function, the graph now looks better 

and the values are easily interpreted, showing that region D and E tend to have older female 

population, while region F and G have older male population. In a similar way, the gap in regions A 

and B is higher for men, but the difference is not as dramatic.  

Formatting 
Once the initial structure of a graph is designed, it is important to format it so that it looks appealing 

and contains the relevant information. Some of the tips explained here are based on the World Bank 

(2016) editorial guidelines that allow you(after few modifications) to generate professional graphs 

that can be easily incorporated into a report. 

Labels 

The first point to begin with are the labels that appear in the graph. In this case, ggplot2 provides the 

function labs() which allows a great control of these parameters. 

 

Actually, some of these values are redundant. For example, given that age is already in the title, it is 

unnecessary to place it in the y-axis. Similarly, if it is clear by context, that A to G are regions, then 

the x axis is also redundant. However, this is presented completely for the sake of learning how to 

incorporate these values as part of the labs() function. These values are removed on the following 

graphs so that the design becomes more stylish. 

Position, gridlines, and colours 

While these elements depend on the person presenting the report, it is recommended to flip the 

coordinates if it helps to visualize the labels better, remove internal gridlines, and use sober colours 

that provide a nice gradient used consistently along the full report. 
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In this case, to achieve this result, three commands were added to the command line: 

1. coord_flip(): This is in charge of changing the axis. 

2. Scale_fill_brewer(): This changes the colour palette. In this case, the palette use is “Paired” but 

this is not the only one. For avid readers, please go to https://www.r-graph-gallery.com/38-

rcolorbrewers-palettes.html to find dozens of other designs and even how to create your own 

palettes. 

3. theme_classoc(): This removes the gridlines and keep the white background. 

 

Axes and spaces 

Notice in the previous exercise that there is a gap between 0 and the axis that damages the aesthetic 

feature of the graph. In a similar way, consider the case that you would also want to add decimals (2) 

to the y axis (that now is the x axis because of the flip). 

 

https://www.r-graph-gallery.com/38-rcolorbrewers-palettes.html
https://www.r-graph-gallery.com/38-rcolorbrewers-palettes.html
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This new example changes two elements in the code. First, notice that a new library is added. The 

package “scales” helps to work on the plot axis. Second, a new command is added to the graph (lines 

22 and 23). This new function scale_y_continuous() has two arguments. The first one is related to 

“expand” which is the one that removes the 0 gap from the graph. The second one is related to “labels” 

defining the accuracy and scale of the axis. In this case as the accuracy is 0.01, the axis now has 2 

decimals. As in the previous case, the package scales bring a wide variety of options and avid readers 

are encouraged to explore more some links such as https://scales.r-lib.org/. On that same note, notice 

the similarity in lines 20 and 22. The graphical function of ggplot is set to keep these patterns in a 

way that is easy for the users to remember how to write the command lines.  

Other formatting criteria 

While many other formatting criteria will be added to the illustration codes seen in the next chapters, 

it is recommended to practice turning them on and off to understand what effects they have over the 

graphs . Some detailed guidance on these topics can be seen in references such as 

https://ggplot2.tidyverse.org/reference/ggtheme.html and 

http://www.sthda.com/english/wiki/ggplot2-themes-and-background-colors-the-3-elements.  

Clustering graphs 
Sometimes the amount of information is excessive and there is a need to create sub graphs to 

understand a topic. For example, suppose that the task is to produce a bar plot that displays the 

average age of individuals based on their region, gender, and whether they are beneficiaries. 

 

In this new code the function facet_wrap() allows the creation of subgraphs within the same frame. 

Here, the argument ncol is used to define in how many columns the subgraphs are arranged. Hence, 

notice that, even with these few commands, it is already possible to have significant insights of the 

data. At the moment, it is possible to see regions with age gaps between males and females, and 

more interesting, for A and B, there is a small gap for non-beneficiaries, but for beneficiaries the gap 

increases meaning that the programme is tending to choose older men than women in this region. With 

these insights, the next tasks allow you to understand where these differences come from. However, 

you still need to know more graphical and code related elements before you arrive to that stage. 

https://scales.r-lib.org/
https://ggplot2.tidyverse.org/reference/ggtheme.html
http://www.sthda.com/english/wiki/ggplot2-themes-and-background-colors-the-3-elements
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Graph types 

Choosing the type of graph is an art and, depending on the message that we want to produce, it is 

possible to prefer one graph over others. For example, consider a researcher that is interested in 

learning not only the mean values, but the whole age distribution. 

 

Three elements are important to highlight in the code: 

1. Line 10 changes and instead of specifying a bar plot, it now specifies a violin plot. 

2. In contrast to the bar plot, the violin plot can be done directly over the full data set and does 

not require any pre-processing of it. 

3. A factor has been added, but is not used, and it has been removed by the legend. This is a 

trick to use when there is no fill to make sure that the graphs have a determined colour palette 

and are not grey as the first graphs in the chapter. 

In contrast to the previous bar graphs a violin plot helps you to notice that younger individuals are less 

represented in the beneficiary group than in the non-beneficiary group. This gives you a hint that the 

older individuals are more likely to be beneficiaries of a programme. 

Once you have this hypothesis you can create another graph that helps you to support this claim further. 

In this case, let’s create a scatter plot that has the score of the beneficiaries against their age. 



47 
 

 

Several elements to highlight in this example: 

1. Line 10 changes to have the new geometry of the graph. 

2. While the previous ones have “fill” as an aesthetic variable, points have “colour”, and this has 

three implications, the first one is in line 9, the second one is in line 15, and the third one is in 

line 17. 

3. Sometimes graphs are not useful, for example, this graph can look nice, but it is very difficult 

to conclude anything from it. 

4. There is a red warning in the console. Warnings are not errors, but they are ways that the 

software use to indicate that there is something strange happening. In this case, as you use all 

the dataset, and individuals who are not beneficiaries have no scores, then there are a lot of 

pairs that cannot be painted. So accordingly, there is no problem. However, sometimes the 

warnings have useful information. 

In cases like this one, maybe it is better to change the graphical strategy, so instead of a scatter plot 

the next example displays a line plot constructed along the mean scores at each age. 
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Again, several elements to highlight in this example: 

1. While it looks like a single graph, in reality there are two overlaying graphs, there are points 

and linear regression lines, reflected along lines 11 and 12. 

2. In this case, you need to prepare the data before the graph. However, you find a 

“na.rm=TRUE” in the summary. As it is discussed in the previous case, there are NA observations 

in the score variable and if these are included in the average, the whole result is NA. Therefore, 

by adding this line, which stands for remove NA, R understands that the procedure is done 

only over values that are not NA. 

3. While there is still noise in the data, the graph shows a clear tendency that highlights that 

older individuals tend to have higher scores, meaning that they have more needs. However, 

the difference in the score across the ages is higher for males than females. 

In this way, you notice how understanding the problem and changing the graph design can help 

you to get better insights about the programme. 

 

During the previous exercises, you have been exposed to different types of graphs, where the common 

patterns among the codes have been highlighted. Currently there are multiple portals with amazing 

ideas on how to display information. One recommendation for curious minds is https://www.r-graph-

gallery.com/ggplot2-package.html where you find access to multiple designs using these same code 

patterns. Naturally, as it is mentioned at the beginning, different webpage develop slightly different 

codes, but using the tips highlighted in this section, the trainee can quickly identify the places were 

codes need to be modified and successfully start designing new graphs. 

  

https://www.r-graph-gallery.com/ggplot2-package.html
https://www.r-graph-gallery.com/ggplot2-package.html
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Chapter 4: Excel synchronization 
Excel is a very powerful tool. However, it is very difficult to systematize exercises on it. For example, 

consider a case where you need to create a hundred graphs without title, and out of a sudden your 

supervisor requires you to add a generic title to all these graphs. Then, it takes a large amount of time 

(approximately 30 seconds per graph if you already know the titles; 50 minutes non-stop). However, 

what if your supervisor, after seeing this, decides that this is not a good idea and it is better to remove 

the titles. Then just by doing this task, which has no value added, you lose at least 100 minutes of your 

time. This chapter and the following chapter work on the coordination of Excel and R to make sure that 

this process can be automatized, similar to the previous one and those changes can be made only by 

modifying few line codes.  

To start the chapter, one new package is introduced: “openxlsx”. This package makes working with 

Excel (pasting tables and graphs) way faster. 

Main commands 

In contrast to other sections, the current section presents the code, and once its parts have been 

explained, it presents the results. 

 

The exercise is based on the last graph plotted in chapter 3. In this case a new library is added in line 

5. 

Then, in line 7 and 8 two new commands appear: 

1. Openxlsx::createWorkbook(): This function is requesting R to create an Excel file that, in this 

case will appear as if it is created by “ESCWA”. At this stage you are not able to see the file, 

but in the last command line, R takes all the instructions produced in the way and create that 

final excel with all the desired traits. 
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2. addWorsheet(): This function informs the excel file that you begin to design (that’s why its first 

argument is the excel file -in this case wb- appears there), the other argument is the name of 

the spreadsheet, but be careful, Excel has some limitations on these names and if you don’t 

follow them, you will get an error. 

After those commands are introduced, you find an exercise to create the graphs. However, there is a 

subtle change in the code. In line 15 all the graphs are assigned to a variable. In this case, it is not be 

displayed in the interface, but it is stored in the disk for other purposes. If you want to still see it, you 

can create a new line only with the name of the variable. 

Line 29 presents a variable named filename that tells R where to print the graph and in what format. 

This is printed in png format.  

Line 30 adjusts the dataset used to produce the graph into a nice table by using a spread() function 

previously discussed. 

Line 31 saves the graphs addressed by filename. The function doing this is ggsave(). Along its 

arguments you find plot, that is where you explicitly add the graph, and details such as width, height, 

and scale that are related to the proportion of the printed graph. 

Line 32 tells R to add this graph into the Excel file. The function doing this is insertImage(). In it, you 

find several items that need to be specified. First, you need to insert the Excel file you are designing, 

then tell the file about the image (identified with fileName), followed by the sheet you want to paste 

, and then specify the rows, columns where you want to paste it, and the dimensions of the graph. 

Line 33 tells R to add the table into the Excel file. The function that is doing this is writeDataTable (). 

Similar to the previous case, you need to specify the Excel file you are designing, followed by the 

sheet you want to paste . This is followed by the variable where the table is saved (the one in line 30), 

and then specify the rows and columns where you want to paste it. 

Finally, line 35 to 37 allow R, through the function saveWorkbook(), to create the Excel file in the path 

that you determined. It also allows you to overwrite it if there are previous files with the same name. 

As a result of this process you will find two new files in your computer. The first file is the image that is 

created, that is ready to be pasted into any report you want. 
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The second is the Excel report that you can access to see the results of the work done. 

 

Relevant things to highlight: 

1. Notice that the starting cells of the graph and table matches those that are assigned by the 

code. 

2. Notice the name of the spreadsheet that matches the one defined by the code. 
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3. If this data needs to go into a report, now it is fairly easy to copy and paste it from the Excel 

file.  

Dictionaries 

The previous section shows the main elements needed to connect Excel with R. This section uses all the 

knowledge accumulated until now to create an automatized functional report system where Excel and 

R interact quickly. However, for this exercise a new Excel file (which is called a dictionary) is needed. 

For this example, you find it in the input folder, in the dictionary folder, under the name: “Dictionary 

Reduce.xlsx”. 

In this Excel file you find two sheets with two tables. The first one has all the elements of a graph: 

 

The second one has all the element of a categorical variable: 

 

At this stage it looks confusing to understand why this work is being done, but while we advance in the 

code, its usefulness becomes evident. 

Hence, the first task is to upload these files into R. 
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Notice that in this code, the function that was used in the past read_excel() has been expanded such 

as in one case we specified the sheet, and in the other we specified the sheet and the range. Sometimes 

R is “smart” and can identify the table you want, but when there are many tables, R gets confused and 

therefore, it is better to specify it. 

Now notice two other elements: 

1. The first table has an odd row of XXXXXXXXX in the last line. This is a practical suggestion 

that helps you to avoid mistakes that the programme generates when tables have columns 

with many missing values. 

2. The Arabic script does not appear, and instead shows strange codes. These codes are ways 

in which R displays the characters, but once the codes are done, the output will have the right 

content. 

The second step is to create a variable that helps with the identification of the language of the graphs 

and tables. Once this is done, all variables with categories need to be adjusted via factors so that the 

labels are in the right language. 
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You can notice in this example that the data is uploaded and processed, and at the last stage, the 

variable gender is turned into a factor. In this case, as.matrix(genderCategories)[,2] tells R that the 

levels are those written in the second column of the excel table associated with categories. Then, 

as.matrix(genderCategories)[,4-language] tells R that if 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 = 1 then 4 − 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 = 3. Thus, 

take column 3, which has the new English labels. Therefore, now the data says Men and Women instead 

of Male and Female. In contrast, if 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 = 0 then 4 − 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 = 4. Thus, take column 4, 

which has the new Arabic labels. While easy, this trick is extremely powerful as it allows to rapidly 

change categories into different languages. Moreover, if the translation goes wrong or there is a need 

to change it to a synonym, you can quickly change the label in the Excel dictionary, run the code in R 

and then all the results with this variable are automatically adjusted. On that note, notice that column 

2 should never be touched because it has the values with the exact spelling that they have in the 

original dataset.  

Using the same idea done with the factor, the excel of the graphs is linked to the graph parameters.  
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Please notice that for visualization purposes, this code starts right after the code of the previous 

example finishes. There are some small differences between this code and the one used in the previous 

section. Frist, line 23 and 24 appear and their role is to assign the graph a code (in this case “0_1”) 

and then find the code in the dictionary to know what graph labels should be used. This is done under 

the function subset(). 

Then, regarding the graph, you find in the lines associated with the labels (31-35) and with the colours 

a similar trick as the one used for the factor that uses the right version of the Excel table depending 

on the language variable (for this exercise the variable is set to 0 for the Arabic version). 

There is also an addition to the function scale_y_continuous(). The purpose of this addition is to 

acknowledge that the position of the y-axis changes in Arabic. As you see, it has an if else statement 

similar to the ones in the first chapter that changes the axis accordingly to the language that the graph 

uses. 

Finally, there is a large set of instructions related to theme() that ensures a better format of the graph. 

As part of the learning process, it is recommended that the reader plays with these lines to understand 

better how they are affecting the graph. 

Having defined with the previous part, avid readers will be keen on adding the code that is needed 

to produce the Excel files. While this is not done here, as it is a repetition of the previous section, the 

two results are displayed so that the trainee can have a clear idea of the possibilities of this technique. 
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In conclusion of this chapter, notice that by producing an organized dictionary, R can automate the 

generation of reports in multiple languages. Moreover, as promised in the introduction of this chapter, 

if there are changes that need to be done in a large number of graphs, then the user only needs to 

change the dictionaries and after running the codes all these changes will be automatically 

incorporated into the report. This saves time and helps in avoiding mistakes, since once the correction 

of the dictionary is done, then there is no need to check graph by graph and table by table to identify 

where changes need to be done. 

  



57 
 

Chapter 5: Automatizing of large processes 
The previous chapter went into details on how to connect Excel and R to produce rapid reports. This 

chapter implements these techniques massively to start in the generation of the SPP-RAF report. Keen 

readers may wonder why this chapter is not in part 2. However, the answer is that part 2 is left for 

statistical techniques, and this chapter is doing the introduction of that, i.e. producing the relevant 

descriptive statistics. Accordingly, this chapter, once placed into a report can be called Chapter 0 or 

an introductory chapter where the data set is described via graphs and tables and creates the 

environment for the analysis that comes afterwards. For this chapter as well as for the coming chapters 

the Excel files that will be used are RawData.xlsx (present in Inputs/Data) and Dictionary.xlsx (present 

in Inputs /Dictionary). 

The project and the master file 

A useful recommendation before starting any project is to have an organized arrangement of folders. 

The suggested arrangement is the one you find in the teaching aid material, where you find separated 

folders for inputs, codes, and outputs. Once you have everything organized, you can create an R 

project and save it in the root folder (in the teaching aid, this project can be found under the name 

ESCWA). Still for the general case, you can save a project using the icon highlighted in the illustration. 

  

A project, for practical purpose, is like a folder where you can put many codes together, and the 

codes know, that they are all interacting over the same computer files. In general, you can work with 

all scripts, as we have done until now. But, when there are big projects, a good practice is to split the 

code into parts that are easy to review separately (as chapters). This facilitates debugging processes 

and the codes look cleaner. In that context the project is a powerful structure that allows the integration 

of these separate files via a well synchronized master file. Hence by calling the master file through 

the project, it gathers information about the folder structure and improves the organization of results, 

as it appears in this section. The exact code of the master file is in the folder code of the teaching aid, 

but in this section, you go through its components. In contrast to other sections, several functions here 

are covered superficially since they do not add much value to the reader's general comprehension 

and their exact functionalities can be found on the internet. 

 

The first four lines of the master file guarantee that the software is clean and has no graphs or 

variables saved from previous exercises. This helps to make the calculations go faster and avoid errors 

that can come from previously stored data. The last line is a time controller. It tells the computer when 

the code begins to run. Later, at the end of the master file, there is a complementary line that tells the 

computer when the code stops running and tells the user about the duration of the process. This is highly 

useful as the user can estimate running times and plan its work accordingly. 
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It is a good practice that codes are neatly written and commented. This helps other users to quickly 

understand what has been written in the script. For this particular section, the code asks the computer 

if the packages that are described between lines 8 and 11 have already been installed and if they 

haven’t, then the code installs them. Finally, it makes sure to upload all these libraries so that all the 

other codes can run smoothly, and the user does not need to worry about checking if the library has 

been loaded or not. 

 

This next section initializes the output folders and defines the language of the full report. Notice the 

function on line 26. As you recall from previous exercises, when you want to call an excel file or another 

file you need to use excessively large paths. However with the function here() R looks for the location 

of the project and defines all the folders with respect to it. For example, if you want to check if there 

is a file called Output and if not, you can create it (by using lines 27 to 29), you don’t need to specify 

the full file, but you just call the name of the folder as it works starting from the project. Similarly, in 

lines 43 and 44, the full path is needed, it was already extracted in line 26, so there is no need to 

type it explicitly and the computer automatically does this task. 
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Finally, the last part of the master runs each of the relevant scripts that are associated with the chapters 

of the report and finishes the time counter. In this way it is possible to calculate the time that the 

computer took to process all the report. 

This chapter of the manual only covers chapter 00 of the report, as explained earlier. Part 2 will cover 

each of the other chapters. 

Producing descriptive statistics 

In a similar way as the master file was presented, the presentation of chapter 00 highlights only the 

key elements of the code and the rest are left for the trainee to practice. 

 

The first part of the code creates a variable for all the outputs created in this script and then uploads 

all the tables associated with the rad data (line 8) and with the dictionaries (line 4-7 and lines 11-20). 

Doing this process at the beginning guarantees that the code is organized and that any change on the 

dictionary that requires a change in the code (for example, a new category appears) is easily spotted. 

Finally notice that this code does not need libraries as it will be run by the master file which already 

did this. It is worth mentioning that you cannot run this code alone. If you want to do so, first run the 

first codes of the Master (until section 2) and then run this code. 
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This next section of the code does the translation exercise of all the variables that are in the dataset. 

It is recommended to do it at a very early stage, preferably, from the original dataset so that it is 

automatically incorporated in any subsequent line of code. Once this is done, the Excel design is 

created, and the production of graphs and tables begin. 
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All this block of text is used to create a single variable. Most of it has already been covered in Chapter 

4, but it is important to highlight three elements: 

1. Lines 66-71 are used to fix some of the proportions of the graph so that it looks better when 

printed. 

2. Sometimes several graphs can go one below the other in the same sheet of the excel file 

(specially in those cases when the topic is similar). Then, line 105 helps to tell R that there is a 

new graph and in this case it does not begin in the first row of the Excel sheet, but jumps some 

rows down so that the new graph appears just after the former one. 

3. Notice that the file name is coded in a way that the png file appears with the code of the 

indicator and also indicates the language of the graph so that the analyst can quickly know 

about the graph and its language just by checking the file name. 

Then, the rest of the script is just a long repetition of different indicators until finally, the last lines print 

the Excel file. 

 

As a final remark notice that the script is coded in a way that converts the dictionary in a data 

framework. While being useful for writing the report, the dictionary is also a structured list of all the 

indicators that have been produced, graphed, and tabulated. Thus, it becomes a useful summary tools 

that synthetizes the content of the report. 

Analysing the results 

Everything that is done until this point allows you to get to a point where the graphs can be produced, 

and the results can be evaluated. So now, with all the heavy lifting done, let’s choose some variables 
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that can help you understand better the reality of the kingdom of AP. Notice that some of the graphs 

are not explained in Chapter 3, yet by checking the code, the trainee is expected to know where to 

add command lines to obtain the given result. 

 

Let's begin reviewing the education levels of the population. While for men these levels are relatively 

similar across regions, for women there are clear differences where Regions A-C have the most 

educated women and regions F-G have the least educated ones. 
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In general women have lower engagement than men in the labour force, for both D and E and even 

more in F and G, the unemployment rates of women are higher. Notice that there is a big difference 

between being out of the labour force (not willing to work) and being unemployed (willing to work, 

but not being able to find the job). Hence, checking the history of the kingdom of AP, the analyst notices 

that regions F and G are quite poor and even though women are not so integrated in the labour force, 

the need for money has pushed many women in these regions to work. Yet, as the regions are poor, 

they are having issues to get the jobs. 



64 
 

 

Complementing the previous story, notice that the distribution of the income deciles highlights how poor 

women are concentrated in F and G. This is also true for men; however, the concentration is less. In 

these cases the analyst checks the history again and realizes that F and G are not only poor but 

suffered from war and this has taken away most of the men. Thus, in those areas most of the remaining 

households are led by women. In contrast to that, regions A – C appear as prosperous areas that 

concentrate the richest individuals of the country. 
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Consequently, in relation to the previous story, individuals from the first regions have multiple sources 

of income, while individuals in the last regions have fewer sources. 

 



66 
 

Aligned with the previous results individuals in the poor areas tend to dedicate larger shares of their 

income to support their basic needs.  

On this note, it is interesting to see how the social programme is taking into account this, and in general 

you can see that the individuals participating in the programme are, in general, dedicating larger 

shares of their expenditure to basic needs. This is good, as it means that the programme is targeting 

the population that needs more support. Nevertheless, the fact that the distributions are very near each 

other indicates that the prioritization of beneficiaries does not focus on this variable, and probably 

gives more weight to other variables. 
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Finally, by analysing the distribution of scores along deciles, you notice that (as expected), the score 

(representing the need of the individuals) decrease with income. However, two elements are important 

to highlight here. First, there is an odd gap in decile 6. Second it is interesting to observe people from 

the highest decile being beneficiaries of the programme. 

At this moment the descriptive review allows you to have a better picture of the regional differences 

of the country and some points that might be relevant to highlight during the SPP-RAF. Now it is left 

for the trainee to check the remaining graphs and develop complementary stories to the ones 

presented in this chapter. 

Conclusions 
At this stage, the trainee has acquired the basic tools needed to work in R and is capable of generating 

reports that produce descriptive statistics that can guide the policy maker in understanding the general 

situation of the social assistance programme. Having these fundamental ideas cleared, the second part 

of the manual goes directly to the description of the analytical tools and how they can provide deeper 

insights for the assessment. 
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Part 2: SPP –RAF 
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Chapter 6: Profiling beneficiaries 
The following three chapters focus on the first three steps of the SPP-RAF, these chapters use the 

example that has been introduced as a guideline in chapter 2, and incorporates the knowledge 

obtained about the context of this country to illustrate the creation of the analyses.  

Purpose of profiling beneficiaries 
The first stage of the SPP-RAF aims to identify the socio-demographic characteristics of the programme 

beneficiaries. These characteristics allow policymakers to combine individuals that have similar profiles 

into groups, and to visualize structural factors that make these population groups vulnerable. Once 

these common characteristics are identified it is possible to design policies that tackle the sources of 

vulnerability and improve the welfare of these populations. 

Output: 

 Construction of clusters (or groups) of beneficiaries based on socio-demographic characteristics 

that they share. 

 Better understanding of the nature on poverty and vulnerability, as well as its regional 

variations. 

 Rapid screening method to identify individuals belonging to each cluster. 

Outcome: 

 Strategic identification of structural vulnerability determinants derived from the common 

characteristics of the beneficiaries. 

 Obtaining evidence that allows you to devise targeted services to meet the needs of specific 

clusters (or groups) of beneficiaries and reduce their vulnerability in the longer run. 

Data requirements: 

This stage requires the creation of a dataset that includes all the individuals that are beneficiaries of 

a given programme during a specific period and their characteristics. Ideally, the study unit should be 

“individual”, but household-level information can be used depending on data availability. 

For each individual, the following lists of socio-demographic characteristics are required:  

 Gender, age, education, location, marital status, income level, type of contract, occupation 

and industry (if working), and nationality. 

 Household values of the targeting variables used by the social assistance programme to 

determine eligibility of applicants (or as many as possible). 

 Other variables that are of interest to the policy makers. 

Clustering 
This section explains the conceptual elements of a statistical clustering. While it explains the basic 

concepts of the clustering and focuses on the ones recommended for the SPP-RAF, avid learners can 

find the book of Zelterman (2015) as a good source to go deeper into these topics; in particular 

chapters 11 and 10 (in that order). 

The problem of clustering is relatively easy to state. There is a number of individuals with different 

traits and the challenge is to group them in few clusters where the characteristics within each group 

are similar, and the characteristics between groups are different. However, that sentence in itself brings 

two challenges: 

1. What criteria can we use to define how similar or different two individuals are (step 1)? 
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2. How can we decide when two individuals are too different to belong to different groups (step 

2)? 

Each of these questions comes with challenges and multiple alternatives that are going to be explored. 

Still, as in previous topics, there is no unique answer to this issues. Indeed, there is a theorem called 

“Ugly duckling” (Watanabe, 1969) that proves that for clustering, there is always a degree of 

subjective criteria, and it is at this point that the analyst needs to have background knowledge that 

allow him to understand the data better in light of the context. 

Step 1: Distances 
The first step of a clustering is the definition of a distance between individuals. And for illustration 

purposes, these are three examples of them: 

Euclidean: This measures the distance between two points p and q is defined by the length of the 

segment that joins both points. This is calculated by the Pythagorean Theorem, as shown in the next 

example. 

 -Example: Ahmed has 40 years and 20 years of working experience. In contrast Mohammed has 37.5 

years and 15 years of working experience. In this case the distance is 

√(40 − 37.5)2 + (20 − 15)2 = 5.59 

Manhattan: This measurement defines the distance between two points by the sum of the absolute 

differences between each measurement. This measurement is more robust than the Euclidean against 

outliers because it doesn’t squares the distance. 

 -Example: Ahmed has 32 years and 8 years of working experience. In contrast Mohammed has 21 

years and 3 years of working experience. In this case the distance is 

|40 − 37.5| + |20 − 15| = 7.5 

Jaccard Index: this measurement is applied to determine the similarity between categories. Then to 

turn it into a distance, you subtract the index to the value of 1. 

-Example: Ahmed has internet, TV, but has no car. Instead Mohammed has no internet or car, but he 

has a TV. Notice that they coincide in two options. Thus, the distance is 

1 −
2

3
= 0.3333 

As you can see, each one is different and depending on the context one can be preferred than the 

others. For example, if the distance was to measure car movements, usually Manhattan is better, as it 

mimics the need of cars to go along a grid of streets instead of doing diagonals that might cut buildings. 

Similarly, Jaccard is quite effective for some cases where the variables are categories. Still for this 

section all the work will be concentrated in the Euclidean as it can also incorporate categories, and, 

given the right modifications, can incorporate the structure of the data. But before going there, lets 

understand the problems of the Euclidean in itself. 

Let’s add two more individuals to the example, Mona with 40 years and 15 years of experience and 

Maryam with 37.5 years and 20 years of experience. By doing the same procedure as before, the 

trainee will find that the distance between Maryam and Mona is again 5.59. However, if we decide 

to measure the age in days instead of years, suddenly the distances are 16,303 for the two men and 

15,572 for the women. This is not only a change of scale (indeed is not a change of scale), but is a 

structural change in the measurement. For example, before, the ratio between the men and the women 
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distances was 1 (they were the same) but now it is 1.05. This changes of proportions affect the next 

step of the clustering and therefore are undesirable. Yet there is another conceptual challenge 

presented in figure 2.  

 

Figure 2: Distances and variances 

Naturally age and work experience are highly related, as it is illustrated at the top of the graph . 

Moreover, as you can see from the location of the four individuals in the example, geometrically they 

are at the same distance, but conceptually this is not the case. While Mohammed and Ahmed are 

aligned with the tendency, Maryam and Mona are against the tendency, so it is more common to see 

the pattern of Ahmed and Mohammed instead of the pattern of Maryam and Mona. Fortunately, if 

variables are adequately transformed adjusting them by the covariance relation, then the Euclidean 

distance will be sufficient. When this transformation is done, the distance is no longer called Euclidean 

but becomes the Mahalanobis distance, and its main advantages is that it is invariant of scale and it 

in includes the covariance structure (Mahalanobis, 1936). In the later section, while discussing the code, 

the manual explains how this modification to the Euclidean distance is done in R. 

Step 2: Clustering 

For illustration purposes consider a new scenario where Mona, Maryam, Ahmed, and Mohammed have 

the distance matrix represented in table 1 and done via a distance criterion (at this step the only thing 

that matters is the matrix, not the way it is constructed). 
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Table 1 Distance matrix 

 Mona Maryam Ahmed Mohammed Fatih Balsam 

Mona 0 2 3 9 4 5 

Maryam 2 0 1 3 10 1 

Ahmed 3 1 0 8 5 3 

Mohammed 9 3 8 0 10 5 

Fatih 4 10 5 10 0 2 

Balsam 5 1 3 5 2 0 
 

Naturally, the diagonal is 0 because the distance with yourself is null. Now, how can we begin to group 

individuals? Naturally Ahmed and Maryam need to be together, because they are at distance 1. But 

now, what about Balsam? She is quite near to Maryam (distance 1), but is distance 3 of Ahmend. 

Moreover, Balsam is near Fatih, but Fatih is very far from Maryam. Currently there are several options 

to do this exercise, three of them are represented in figure 3. 

Single linkage: The distance between individuals in group A and individuals in group B is the minimum 

distance between someone from A and someone from B. 

Complete linkage: The distance between individuals in group A and individuals in group B is the 

maximum distance between someone from A and someone from B. 

Ward linkage: The distance between groups is calculated in a way that the variance of the groups is 

incorporated (Ward, 1963). 

 

As you can see in the results, the way to cluster them is different. For example, Ahmed and Maryam 

are always together, but for example, in the complete linkage, the affinity between Balsam and Fatih 

makes her far away from Mary and Ahmed, yet in the single linkage, the fact that she is near Maryam 

weights more. In general, there is no clear guideline on what method to choose, and the 

recommendation is to test with the different linkages to see which ones reflects the data better. Yet, if 

the idea is to have balanced group, Ward tends to work better since the other two methods usually 

produce extreme trees due to the minimum and maximum criteria they manage. 

Once you have a decision tree, the next challenge, at the policy level, is to identify the number of 

groups you want to profile. Let’s take for example the Ward Linkage of Figure 3, and assume the 

government is willing to create three targeting strategies. Hence the recommendation from this 

clustering is to develop a targeting strategy for Mona, Ahmed and Maryam, another one for Balsam 

and Fatih, and a last one for Mohammed. In contrast if we use the single linkage, the recommendation 

would be Balsam, Maryam, and Ahmed in one profile, Mona and Fatih in a different group, and finally 

Mohammed. Hence, the techniques have different groups but they also have commonalities that help 

the policy makers to understand the situation. In this case, definitely Mohammed is too different from 

the rest, and Ahmed and Maryam can always be grouped together. 
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Figure 3 Dendrograms 

 

Classification trees 

While the clustering is a nice visual device that help you to group individuals, it doesn’t allow you to 

understand why these individuals are aggregated in that way; what are the variables leading these 

commonalities. To solve that problem, two techniques are developed, one is highly descriptive, 

therefore its concept is directly explained in the example, and the other is more technical and therefore 

this section is dedicated to it. 

The technical method is known as classifications and regression trees (CART) and is one of the 

fundamentals of machine learning. Due to background prerequisites, this chapter explains a sketch 

version of how it works, yet for avid readers, it is recommended to read Breiman (1984) to understand 

the details of its function. 
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Originally the tree begins in the root, meaning all the population. In this case the bigger group is blue 

with 10 observations, so the root is assigned to blue. In other words, if you have no additional 

information of anything, your best guess to select a person randomly, is blue. 

 

 

Then the algorithm realizes that the next most important criteria is the experience as it can create a 

clean division between groups. Now if the person is above 25 years of experience then he/she is 

orange (majority group) otherwise he/she is blue. 
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Following that logic, the next clean cut is at age above 40, for the group over 25 years of experience. 

So notice that the algorithm is prioritizing the questions on the profiling to understand what are the 

driving characteristics for each group. In this case. For orange and yellow, the first item is the 

experience and the second is the age. 

 

Similar division is later done for the people with low experience, noting that the age cut is now 32 

instead of 40. Also notice that the classification is not perfect (and doesn’t need to be). In this case, 

there is one blue that got misclassified as green if you follow the tree criteria. However, from the 

statistical perspective, it is possible to keep on growing the tree until each leaf (end node) will have 

only one colour. However, by over fitting we have the risk that this different individual is appearing 

due to a typing error from the enumerator, and now our algorithm believes it is something structural. 

On the other hand, a tree is a quick way for profiling, so if a new individual arrives and you want to 

rapidly know what group he belongs to, then you ask two questions. Of course, asking more questions 

gives you more precise answers, but questions cost resources and therefore the fewer, the better. 

Having clarified the two main theoretical elements of this section, the next section goes through the 

codes, in a similar way as it was done in chapter 5, and highlights the steps of the full profiling analysis. 
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Profiling analysis 

This section proceeds with the code identified as Chapter 01 (because the profiling is associated to 

the chapter 1 of the SPP-RAF). Notice, that the code starts in the same way as Chapter 00 because it 

uploads the data and format the dictionaries and categories to have all in the same language. 

However, in contrast to the previous code lines 37 to 39 change to make it clear that the profiling only 

applies for people benefiting from the program. 

 

The next part is the creation of dummy variables. In this dataset, there are several categorical 

variables. Thus to make sense with scores, these categories needs to be transformed into dummies, with 

the function dummy_cols(). 

 

The other important element here is the inclusion of dplyr:: before the function select(). Sometimes 

different packages that R uses have the same name for different functions. In this case, to avoid 

mistakes, the best practice is to use “::” to specify explicitly the package where the function comes 

from. 

Once this transformation is done, the process to calculate the distance matrix starts 
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Among those lines, the key elements are the definition of the Mahalanobis distance, used in line 86 

thru the function mahalanobis.dist(), and the transformation of that object into a distance object so that 

R can do the calculations (via as.dist()). 

The next section of the code, until line 137 shows the way in which R represents a distance matrix. That 

part of the code is not covered here as it follows the same logic presented in chapter 3. However, the 

distance matrix is presented here to evaluate its main elements. 

 

This graphical representation of the distance matrix reveals individuals that are near or far from each 

other. Hence each column (and row) represents an individual, and the color of the cell reflects the 

distance between them, where blue is the minimum distance and red is the maximum distance. 

Naturally, the diagonal is blue. However, looking carefully, along the diagonal there are light blocks 

that represent those individuals who have relatively small distances within them. In contrast, notice that 

small light green square in the lower left corner. While they are similar within them, they are very 

different from any other individual (reflected in those red rows and columns around). This visualization 

is nice, yet it does not allow you to identify the clustering order, and that's why, similar to the conceptual 

explanation, the dendrogram is needed. 
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For the dendrogram, the key code lines are between 156 and 193. Line 56 is the one that uses the 

distance matrix previously calculated in line 86 and produces the clustering using the Ward Linkages 

via the function hclust(). In case single or complete linkages are needed, it is in this line where the 

change needs to take place. The next line is just making it an object useful for the interpretation of R. 

Then, between lines 159 and 163, there is a small dendrogram created, but this one is not going to 

be used at this stage. Line 165 defines the number of groups we want to analyse and between lines 

167-169 this information is saved so that it can be used later for posterior analyses. Finally, lines 171-

193 create a nice dendrogram that provides insightful information about the structure of the 

beneficiaries. Notice that this plot is also a ggplot member, but there are subtle differences at the 

beginning and the reader is encouraged to play with these parameters to understand how to produce 

different graphs. 

The resulting dendrogram is quite appealing. There are two very small groups of individuals (red and 

blue) that seem to have extreme differences with all the other groups. Then there are some reasonably 

sized groups, and finally there are two large groups, represented by the orange and pink colours, 

that are telling about a large set that s similar traits. With this information, the policymaker can begin 

his review on where the targeting can be most efficient. On one hand, if the policy targets the medium 

and smaller groups, it might be possible to have fast results, as the groups are very specific, yet the 

impact over the whole population is limited. On the contrary, if the policy maker aims at the big group, 

the results might be less clear due to the high variety within them (notice for example that the pink one 

can be subdivided also in 7 subgroups based on the clustering), but they are able to cover more 

people. These decisions depend on the need for results, the available budget, and the political 

preferences of the policy maker. Yet, by itself, the tool provides guidance on the alternatives. 
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However, as it was mentioned in the conceptual part, it is not enough to see the groups, the key element 

is to understand how they are defined. The first analysis is purely descriptive and it incorporates a 

dendrogram with a tile plot in a way that let us infer about the relevant variables.  

In this case, the key code lines are those similar to 274 

 

This line creates a plot by placing four plots together, in a frame that has 2 columns, but the width of 

the first column is twice as big as the width of the first one. 
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Take for illustration purposes the first graph that the code creates. The lower graphs highlight the 

dendrogram and the cluster. Hence, cluster 3, identified with the green colour takes the first part of 

the dendrogram. In contrast cluster 1, identified with the red colour, covers a small line in the middle 

of the dendrogram. Now, by matching those spaces in the upper figure, it is possible to check on the 

content of each cluster. For example, notice the orange frame on C (upper graph) that matches cluster 

5 (orange). This highlights that cluster 5 is mostly driven by people in C. Similarly cluster 1 is driven by 

people in region B.  

 

While not all the variables are helpful to conclude, some have very distinctive patterns. For example, 

checking the overcrowding, higher values are linked to cluster 4, and just above it, in cluster 1, values 

are quite low. For the sake of the manual, all variables have been displayed by groups, but for 

reports, and based on the criteria that the analyst wants to highlight, graphs can be done with more 

or less variables. 

 

 

Finally, the last part of that code produces a table with the summary of all the means that have been 

calculated. This can help in the revision of some elements that were not evident from the graphs. For 

example, notice that group 8 is the only one with Postgraduate students. Similarly, F and G, the poorest 

clusters, are concentrated in clusters 4 and 7, which as expected are also the ones with highest 

unemployment rates. In this way, for example, clusters 4 and 7 can begin to be identified as profiles 

or individuals at high risk. 
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The final part of the process is the creation of the decision tree. The decision tree is long yet relatively 

easy to calculate. 

 

The first part takes the original data frame, filters for those individuals that were part of the clustering 

exercise, put the relevant factors and finalizes (line 459) and add to it the clusters that have been 

previously calculated. 

In this point there is an important technical debate to be done regarding the tree. As it was explained 

in the conceptual discussion, the length of the tree (how many times we cut) gives better fitting, but it 

comes at a cost of over fitting the data. Therefore, the analyst have to be balanced and identify the 

right side. Yet, this is not an exact science. For avid readers, the book of Gareth et al. (2017) provides 

an in-depth analysis of this issue. However for the readers interested in the concept but not in the 

details, the following link provides practical explanations about the issue: 

https://towardsdatascience.com/how-to-find-decision-tree-depth-via-cross-validation-

2bf143f0f3d6.  

Coping with both sides of the debate, the written code uses an automatic optimization algorithm (lines 

415-518) where a cross-validation technique is used to check trees based on their fitting and 

overfitting. However, the overall recommendation is to do some manual experimentation as it allows 

a better understanding for the problem. Thus, the code will be there, but it will not be explained in the 

manual. 

 

In contrast, from line 521 onwards, the manual tree is created with the function rpart(). The first part 

“Clusters ~ .,” tells the programme to identify the best way to define the clusters based on all the 

variables. However, if you want to do the clusters for specific variables, replace the “.” with the list of 

https://towardsdatascience.com/how-to-find-decision-tree-depth-via-cross-validation-2bf143f0f3d6
https://towardsdatascience.com/how-to-find-decision-tree-depth-via-cross-validation-2bf143f0f3d6
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variables separated by a “+”. For example, “Clusters ~ age+region,” only use age and region to 

predict the clusters. The following line defines the data, and is followed by the method. As it is 

explained in chapter 8, CART can also be used for continuous variables, so, here in “class” you specify 

that you are using categorical variables. Finally, in the control line, you specify three elements, where 

the relevant ones for this manual are minsplit and minbucket. The first one tells the code about the 

minimum number of elements in a group in order for the tree to check if it is worthy to break it more. 

The second one specifies the minimum size of and end node (or leaf) of a tree, so in this case you make 

sure that every group has at least 15 observations. 

The remaining lines are the graphical parameters and in this case you will appreciate the potential of 

ggplot at its full. Notice that the graph is a mixture of a tree, a set of bar plots, several colourful 

labels with internal information and some texts between the arrows. While the details are not relevant 

for this manual, the reader is encouraged to analyse the full structure as it expands his skills when 

working with graphs in R. 

As explained in the conceptual section the tree begins to split the individuals by the relevant variables 

and then, for each group it flags what are the main characteristics describing it. Hence, for example, 

group 8 (orange) are people from higher deciles who are mostly from regions ADEF, and who have 

postgrads but do not have access to health. In contrast group 6 (red) are the high income individuals 

(highest decile) from all regions except C. On the one hand side, this allows the creation of quick 

profiling guidelines, but on the other hand this tool also raises important policy questions, for example, 

why C is excluded? Therefore, and concluding the chapter, it is possible to understand now how 

relatively simple techniques, once they are standardized, can provide rapid insights on the type of 

beneficiaries of the social assistance programmes and by developing these accurate profiling tools, 

policy-makers can identify the specific needs of these groups and how to target assertive strategies 

to improve the livelihood of the people. 
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Final remarks 

In this chapter, as well as in the coming chapters, several packages have been used that haven’t been 

mentioned before. All these packages have been specified in the master file and that’s why they do 

not need to be specified again. For avid readers, it is recommended to check the packages in the 

master file and put them in Google as in this example for “StatMatch”. 

 

With very few exceptions R packages come with lengthy documentations files, all following a similar 

format to the one below, and they come with conceptual and technical explanations, as well as with 

examples that can help you to improve your skills. 
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Chapter 7: Targeting characteristics 
Once the profiling of beneficiaries is concluded, the next step in the SPP-RAF is the evaluation of the 

criteria used to select who participates in the program and who does not. 

Purpose of targeting characteristics 

The second stage of the framework aims to identify the relevance of the selection criteria of variables 

that are related to the profiled groups of the previous stage of beneficiaries. During this stage, the 

scores that beneficiaries obtained in each selection criteria are reviewed to understand their capacity 

to influence the total score and selection or non-selection of beneficiaries. 

Output: 

 Set of measurements that ranks the selected variables according to their relevance among the 

current beneficiaries and their impact on the score of eligibility/non-eligibility of applicants. 

 Creation of contrasts between filter weights and variable scores to evaluate the match 

between the intended beneficiaries and the actual beneficiaries. 

Outcome: 

 A set of graphical and numeric indicators that provide guidance to policymakers and enable 

the targeting methodology to be continuously updated and improved.  

Data requirements: 

This stage requires the creation of a dataset that includes all the households that are beneficiaries of 

a given programme during a specific period. For each household the following variables are required:  

 For the beneficiaries, all the variables that have been used as part of the selection criteria. 

 For the programme that will be evaluated, it is required to know the weights used to score 

individuals. 

Targeting strategy 
Social assistance programmes have limited resources and with very few exceptional cases, the amount 

of resources is less than the population that needs the support. For this reason, governments need to 

develop selection criteria to choose only those that will be benefitted the most by the programmes. 

However, one thing is the conceptual design of the strategy and another thing is its realization. For 

example, consider a programme that requires people to have a mobile phone and in the region 

everyone has one. Then, there isn’t really a prioritization going on. Or on the other hand, consider a 

programme that gives equal weight to families with kids, and families with members that go to primary 

school. As these variables are highly related, the common topic (kids in schools) might be weighted 

more than other variables that can also be relevant for choosing beneficiaries. For this reason, this 

chapter develops two complementary techniques to understand how relevant the current decision 

criteria for the selection of beneficiaries are. 

Variance decomposition technique 

While ideally the policymakers have specified how much each variable weights on the decision criteria, 

once the theory faces the data, there is no specific order. For example, consider a scenario where two 

variables, X and Y are used to develop a score that defines if an individual participates in a 

programme or not. To avoid complications, the formula is: 

𝑠𝑐𝑜𝑟𝑒 = 1 × 𝑋 + 1 × 𝑌 
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Now, while naively it seems that X and Y are equally represented, let’s consider the variances of the 

variables. Let’s suppose that 𝑉𝑎𝑟(𝑋) = 1, while 𝑉𝑎𝑟(𝑌) = 4, meaning that individuals have very 

similar answers on X and very different answers on Y. Assuming X and Y are independent and using 

basic statistical principles, the variance of the score (how spread the score values are) is 5. Therefore, 

80% of the variation of the score is explained by Y and only 20% is explained by X. Placing this 

information into context, what if X is very difficult (and costly to obtain). In that case is the 20% of 

variability worthy? 

In this case, the technique used by this manual is based on semi-partial correlations (Kim, 2015). Briefly 

described in figure 4, consider that variable Z is explained by X and Y, but X has a little part that is 

explained by Y as well. So, to understand better what is the part that X explains of Z without mixing 

with Y, first the effect of Y on X needs to be removed, and then only on the residual variation of X, it 

is possible to see how related it is to the effect on Z. Some people refer to it as a decomposition of 

𝑅2, however technically is not because depending on the correlation structure of the variables, the sum 

of these semi-partial correlations does not need to add up to the 𝑅2 . Yet the 𝑅2 is a useful benchmark 

(after squaring the semi-partial correlation) and the values are usually calculated with respect to it. To 

see a different presentation of this topic, the link https://www.statisticshowto.com/partial-correlation/ 

provides a quite illustrative case. 

 

Figure 4 Semi-partial correlation 

Concluding from this technique, as you will see in the last section, the software will provide a guidance 

on the relative importance of each variable for the selection of beneficiaries and this will guide the 

policymaker on the relevancy of these variables. 

Lasso regression 

The previous section focussed on the explanation power of the variables, but in a similar perspective, 

a different study can be done over the variable coefficients. Let’s say that the equation to define the 

score is now: 

𝑠𝑐𝑜𝑟𝑒 = 0.1 × 𝑋 + 10 × 𝑌 

While visually the weight of 0.1 is significantly smaller than 10, however, is it small enough to be able 

neglected? To solve this problem, you can use a nice statistical method that is known as the Lasso 

regression (Tibshirani, 1996). To explain this concept consider a typical regression with two variables 

and an error term. 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝜖 

https://www.statisticshowto.com/partial-correlation/
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And the linear regression exercise is to calculate the values of 𝛽0, 𝛽1, and 𝛽2 that minimize the sum of 

squared errors: 

min
𝛽0,𝛽1,and 𝛽2

(𝑌 − 𝛽0 − 𝛽1𝑋1 − 𝛽2𝑋2)2 

Now, assume that having values of 𝛽 different than 0 will cost. So you also want to include that in the 

minimization exercise: 

min
𝛽0,𝛽1,and 𝛽2

(𝑌 − 𝛽0 − 𝛽1𝑋1 − 𝛽2𝑋2)2 + 𝜆(|𝛽1| + |𝛽2|) 

Hence, if 𝜆 = 0, this will be a typical ordinary least square; in contrast, if 𝜆 = ∞, all 𝛽 will be 0 due 

to the high costs associated in having them. Thus, by increasing 𝜆 slowly, the method begins to tell what 

the most important variables are, and there are even some technical criteria, to explain what is the 

best 𝜆 that explain the Y by using the least number of variables. Therefore, this exercise not only 

allows to remove those variables that are less meaningful, but also readjust the weights so that with 

fewer variables, the scores can still be properly forecasted. Recall the example of the programme 

that gives equal weights to families with kids, and families with members that go to primary school. 

The probable result by using the lasso is to remove one of these variables and duplicate the coefficient 

of the second one to show that in reality, that element has a significantly higher weight. 

Targeting analysis 
The code, named Chapter 02, begins similar to Chapter 00 and Chapter 01 by uploading the data, 

the dictionaries, and the relevant format topics. Also, notice that similar to the exercises in Chapter 02, 

there is also a need to create the relevant dummy variables so that the exercises can be produced. 

Still there is a very important line to notice 

 

In contrast to a linear regression where there is always an error variable, in this exercise, in theory, 

the score should be a direct calculation of the variables used for the targeting. But realistically, there 

might be reporting errors, especially if some questions depend on the perspective of the beneficiary 

candidate. Thus, a small error term is added to the score reflecting that there may be some noise in 

the data. 

Once this is done, the semi-partial correlations are calculated. 
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In this part of the code there are several relevant lines to highlight: 

 Line 54 calculates the semi partial correlations among all variables, but only lines 58 and 59 

select the relevant lines of the matrix. 

 Line 65 calculates a linear regression, and the reader will identify a similar pattern as the one 

used in rpart() for the decision tree. This is done to pbtain later the 𝑅2. 

 

Finally the graph is a standard bar graph, but notice that in lines 73 of the graph, and 102 of the 

table, the data has been divided by the 𝑅2 so it can be a benchmark to it.  

 

Based on the previous analysis, it is possible to see that with the exception of the public service share, 

all the variables have some degree of relevance, where the most relevant variables are internet 

access, population per room, and income sources. 
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The code linked with the Lasso is slightly complicated. Lines 115-117 are stating the model and lines 

120-121 regulate the scope of the search of 𝛽. Currently there is no limitation, but if, for example, it 

is well known that the weights have to be positive, then line 120 can be modified accordingly. The 

next block calculates the value of the optimal 𝜆 (lines 123-127) and uses it to identify what variables 

can be removed from the equation. 
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This second block of codes calculates the Lasso of other variables near the optimal 𝜆, defined between 

lines 159 and 160. Then, the code uses a for loop where each of these 𝜆s is evaluated giving some 

perspective of the dynamics of the coefficients around the optimal value. The rest of the codes are the 

graphical steps associated with the procedure, and provide no new elements to the manual. 

 

The interesting result is the analysis plot. In this graph public services share is nulled since the beginning 

and only after increasing the restriction by a large factor it is possible to delete the indebtness, health 

access, and consumption share variables. Moreover, the exercise shows that people with internet 

access, health access, and income sources have lower scores (as expected) while individuals in 
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overcrowded houses, with high shares of their expenditure dedicated to consumption, and high levels 

of indebtness have high scores. 

Then, two topics emerge. The first one is about the relevance of public services, given that it is not 

adding that much value, how relevant and costly is to obtain this last variable. The second one is to 

check if these weights are aligned with the conceptualization of the programme, and for this purpose, 

it is important to understand what formula was used to identify beneficiaries. 

 

Notice that the indebtness weight is 0.25 while the share of consumption is 1.5. However, the Lasso is 

flashing that both have relatively similar weights around 0.1 (both are lower than expected, yet, for 

consumption the reduction is more dramatic). Hence, by performing these types of analysis the policy 

makers can better understand the weights that are being applied for the screening and modify the 

programme accordingly.  

 

  

Beneficiaries’ formula:  

According to the kingdom of AP. The formula to choose beneficiaries is: 

𝑠𝑐𝑜𝑟𝑒 =
𝑝𝑜𝑝𝑅𝑜𝑜𝑚

7
+

6 − 𝑖𝑛𝑐𝑜𝑚𝑒𝑆𝑜𝑢𝑟𝑐𝑒

5
+

3 × 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛𝑆ℎ𝑎𝑟𝑒

2

+
1 × 𝑝𝑢𝑏𝑙𝑖𝑐𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑆ℎ𝑎𝑟𝑒

2
+

𝑖𝑛𝑑𝑒𝑏𝑡𝑛𝑒𝑠𝑠

4
+ (1 − ℎ𝑒𝑎𝑙𝑡ℎ𝐴𝑐𝑐𝑒𝑠)

+ (1 − 𝑖𝑛𝑡𝑒𝑟𝑛𝑒𝑡𝐴𝑐𝑐𝑒𝑠) 

Finally, individuals with scores higher than 3.5 participate in the program while individuals with 

lower scores do not participate. 
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Chapter 8: Coverage evaluation 
The final chapter of this manual covers the third step of the SPP-RAF, as it has been explained, the 

fourth step has higher data and technical requirements and therefore it makes the current manual way 

extensive. Still in the coming section the requirement of these two stages are presented so that the 

reader can have in mind the integrity of the framework. 

Purpose of the coverage evaluation 
The third stage of the framework aims to identify inclusion and exclusion errors that the programmes 

are generating. On the one hand, this stage of the analysis reviews the characteristics of the current 

beneficiaries to flag those whose situation might have changed and might be removed from the 

programme or moved into a different programme. On the other hand, it identifies individuals that 

might potentially meet the criteria to participate in the programmes (or are likely to meet them soon) 

but are currently not enrolled. By doing so, the framework allows policy-makers to make decisions that 

maximize the efficient use of resources, and determines whether outreach plans need to be deployed 

in order to make enrolment efforts more effective. 

Output: 

 Reveal indicators that might help to identify potential beneficiaries that have been omitted 

by the programme in any specific geographical area as well as the likelihood of individuals 

to belong to a group - i.e. beneficiaries or non-beneficiaries - other than those they are 

assigned to. 

Outcome: 

 Reducing inclusion and exclusion errors. 

 Identification of geographical areas where the implementation of programmes may be 

prioritized in order to reduce exclusion errors. 

Data requirements: 

This stage requires the creation of a dataset containing the same set of variables as stage one, but 

extending its population also to individuals that are currently not part of the present programme.  

It is expected that data for non-beneficiaries will be quite limited. To control for this challenge, flexible 

machine learning techniques will be developed to be robust to missing variables. Nevertheless, the 

success of the analysis strongly depends on the capacity to acquire the largest possible set of variables 

for both beneficiaries and non-beneficiaries. 

Purpose of the beneficiary evaluation 

The fourth stage of the framework aims to measure the impact of the social assistance programme on 

its beneficiaries and top identify those characteristics that allow individuals to overcome their 

vulnerable conditions and successfully graduate from the programme. It is therefore important to 

understand if the programmes generate the intended consequences on the livelihoods of the 

beneficiaries, if there are individual characteristics that support the success of individuals in their 

personal lives (and should be encouraged), and if there are characteristics related to undesirable 

perverse incentives that require policy discussions on the design and validity of the programmes. 

Output: 

 Quantify the evolution of social assistance indicators over time and across different policy 

areas. 
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 Measure the possible perverse incentives and behavioural changes among beneficiaries 

affecting their likelihood to graduate from the programme. 

Outcome: 

 Creation of a rapid-assessment mechanism to measure the impact of social assistance 

measures. 

 Identification of the characteristics and actions that improve the livelihood of the individual to 

a point that there is no need for them to belong to the assistant programmes. 

Data requirements: 

 This stage requires the creation of a dataset containing the same set of variables as at the 

stage one, but extending it across different periods. Therefore, the same individual should be 

followed with a given frequency (e.g. monthly) to evaluate changes strategic programme 

characteristics (in particular targeting variables, or as many as possible).  

 Individual follow-ups should go beyond the individual participation in the programme and 

their variables should be monitored for several periods after they stop participating in the 

programmes. 

The missing data challenge 
For the third chapter of the report, there is a need to contrast data from the beneficiaries and contrast 

it with the data from the non-beneficiaries. Notice that, if all the data relevant for the selection of 

beneficiaries was collected from every person in the country, there shouldn’t be any misallocation of 

individuals (except for wrong values that will mislead the allocation, topic covered in the next section). 

However, this is usually not the case. Data collection is costly and therefore only beneficiaries are 

expected to have all the relevant variables (and it is important to highlight that it is expected that the 

beneficiaries have all the variables, otherwise how would the system calculate their score?). Hence 

many unfortunate realities begin to emerge. For example, what if the news of a social programme 

couldn’t reach a population of difficult access? In this case, these people that really need the 

programme will not know about it and will not register; still the government will not know about this 

because not all of their variables are in the system. Similarly, what if the individual, due to poverty is 

too busy working for the living and is unable to go to registry, or what if there is a peer pressure 

effect where some members of the society are discriminated if they access the government 

programmes? For all these reasons, it is important to create a technique that will guide us on the degree 

of people that are not being covered. The traditional way to do this is by surveys done in specific 

areas that ask the individuals all the relevant variables and are able to directly assess how many 

people that match the requirements are currently covered. Unfortunately surveys are costly, take time, 

and are localized (so if they are done in the municipality A, but municipality B was the one with the 

problem, no one will know). Still, as a spark of hope, now a days is very difficult to be completely out 

of the system (and for those that are out of the system, the government will probably have a good 

idea about it). So there are some administrative records available for everyone. Hence, the 

methodology displayed in this chapter will use this data to estimate the missing values and calculate 

the probable score of the individual. Of course, is not an accurate measurement to declare that 

someone has been misallocated, but it gives a probabilistic idea about which geographical areas, 

socioeconomic sectors, etc., are being underrepresented and design targeted outreach strategies. 

Naturally, the relationship between the variable can be highly complex and therefore having a uniform 

approach, like a linear regression will be insufficient. On the other extreme, if the number of relevant 

variables being used for the selection of beneficiaries is high, doing a tailored model for each case is 

an exhausting and tedious quest, that needs to be regularly updating and it would be difficult to 
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guarantee the use of the right model. Fortunately, machine learning algorithms had advanced, and 

similar to the example developed on Chapter 6 with the CART, there are other algorithms that 

independently can find the best predictor. These methods are not usually used for data analysis 

because, tracing the linkages between variables is not as simple as in a regression or as in CART, 

however, for prediction purposes they perform quite well. In this particular case, the manual proposes 

an algorithm called Gradient Boosting (Hastie, Tibshirani, & Friedman, 2009). This algorithm extend 

the idea of the decision tree and makes several of them in parallel, compare their results, and create 

a bigger tree with better optimization results. The algorithm will not be explained further as the added 

value of the explanation, for this manual purposes is minimal. Yet, for keen learners, one recommended 

introduction can be found at https://machinelearningmastery.com/gentle-introduction-gradient-

boosting-algorithm-machine-learning/. Now, the reason why the decision tree was explained is 

because it presentation allow us to understand better ways to design rapid profiling guidelines. In 

contrast, for this section, the only value of the algorithm is to know that it doesn’t need expert 

knowledge to give a good prediction of a variable, and this allows us to automatize the process 

relatively fast. One final advantage of this method, that was also observed for the decision tree, is 

that in cases of limited information it will still produce an informed guess of the value of a variable, 

which allows us to implement these process even in scenarios with low data resources available. 

Having done those remarks, the process in this point is relatively straight-forward. Consider for 

example, the illustration case of the kingdom of AP. In this case, there are seven criteria for the 

beneficiaries, and some of them, for example income sources is only available for beneficiaries. Hence, 

the first step is to develop a gradient boosting algorithm to predict income sources based on people 

per room, consumption share, and the other four variables. Then, we use that model to predict the 

values for income sources for beneficiaries and then replace change the missing value for this predicted 

value, as it is shown in the following diagram. 

 

Figure 5 Prediction process for missing data 

After the previous process has been performed, all the individuals, both beneficiaries and non-

beneficiaries will have a score and using the criteria of who can be eligible, it is possible to identify 

individuals that have the potential to be in the programme but are not linked to it. Thus, by crossing 

this new variable with other variables, the policy maker will have some guidance on areas where 

exclusion errors can be taking place. 

The outlier challenge 
The final analysis is associated with inclusion errors. Unfortunately, when the information that a person 

provides is linked to the chance of receiving some benefits, there exist perverse incentives for 

https://machinelearningmastery.com/gentle-introduction-gradient-boosting-algorithm-machine-learning/
https://machinelearningmastery.com/gentle-introduction-gradient-boosting-algorithm-machine-learning/
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individuals to alter their information. Moreover, while the previous challenge (missing data) can be 

solved very accurately by doing surveys, this other problem can’t be directly solved because if the 

individual links the survey with the possibility of losing benefits, or earning more, the survey might also 

suffer from a bias. However, the previous idea of completing data can be restructured to identify 

individuals where the pattern of answers is not common and flag more detailed studies. This same idea 

can also help to identify the variables where these outliers are more common. 

Consider again, the illustration case of the kingdom of AP. Due to the previous step there is already a 

model that predicts income sources based on all the other variables. Now instead of predicting this 

value for those who have it missing, we are going to use the model to predict the value for everyone. 

Now, for the beneficiaries, we have the information of the data that they provide and the data that 

they were expecting to provide. Using this information, we can now identify if they were not expected 

to participate and in those cases pay more attention. We will also analyse for each variable how 

different is the model prediction with the real value of the data and understand what variables are 

having clear prediction patterns and can facilitate inspection, and which ones have less predictability 

and should be reviewed with care as they can be used to affect the system. 

 

 

Figure 6 Identification of outliers 

Coverage analysis 
The code relevant for this section is under the name Chapter 03. Similar to the previous cases, the first 

55 lines are uploading data and dictionaries.  
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Then, from lines 56 to 94 each of the variables is ran in a gradient boost algorithm (identified with 

the function gbm()) against all the other variables (“~ .”) to create these prediction models. Line 62 

and 63 provide some optimal parameters for the prediction according to R programs. Yet, similar to 

the case of the trees, if the user has a preferred parameter, it is possible to place it manually. Then in 

each prediction model, there are other parameters associated with the number of decisions trees it will 

produce, the number of cross-validation folds, and the type. In particular, as income sources, health 

access, and internet access are categories, the method is specified so that the tree model them 

accordingly. Finally, the variable indebtness provides an example of variable transformation. 

Sometimes, the predicted model works better when the variable is in logarithm or exponential forms 

(the topic is not covered in this manual but for the interested reader, the following link is a good starting 

point 

http://sciences.usca.edu/biology/zelmer/305/trans/#:~:text=For%20regression%2C%20it%20is

%20the,and%20meet%20the%20linearity%20assumption.&text=If%20transformation%20succeeds

%20in%20producing,the%20dependent%20variable%20(Y) ). As it can be seen in line 84 and 85 

the data can be transformed at this stage so that the prediction model can include it. 

 

http://sciences.usca.edu/biology/zelmer/305/trans/#:~:text=For%20regression%2C%20it%20is%20the,and%20meet%20the%20linearity%20assumption.&text=If%20transformation%20succeeds%20in%20producing,the%20dependent%20variable%20(Y)
http://sciences.usca.edu/biology/zelmer/305/trans/#:~:text=For%20regression%2C%20it%20is%20the,and%20meet%20the%20linearity%20assumption.&text=If%20transformation%20succeeds%20in%20producing,the%20dependent%20variable%20(Y)
http://sciences.usca.edu/biology/zelmer/305/trans/#:~:text=For%20regression%2C%20it%20is%20the,and%20meet%20the%20linearity%20assumption.&text=If%20transformation%20succeeds%20in%20producing,the%20dependent%20variable%20(Y)
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The following lines create a variable to record who was a participant and who wasn’t and then it 

identify those individuals with missing values in popRoom and incomeSources (which are the non-

beneficiaries) and use the models to predict them. For this process, the key function is predict() which 

takes as input the model and the data, and use it to predict the value that the observation should have. 

 

Once the dataset is complete the next part uses the instructions received to calculate the score of all 

the individuals and to identify who are expected to participate. These lines are just following up those 

instructions and calculating this new variable called Expected_Participant. 

The next lines are reporting on tables and graphs on these values and code wise have been covered 

in previous chapters. Yet, the relevant part are their interpretation.  

Expected 
participant 

Participation Frequency 

No No 28827 

Yes No 8232 

No Yes 0 

Yes Yes 2941 
In this case, because the values of the participants were not touched, everyone that was participating 

still is expected to be participating (the numbers are the same). However, in the individuals not 

participating there is a 22% of cases that are expected to be participating but currently aren’t. 

 

This graph present the previous results by income deciles and states that for poorer deciles there 

probably is higher exclusion errors than for richer deciles.  
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Repeating the exercise by region provides an explicit result highlighting that most of the exclusion 

error can come from the poorest regions. Then, recalling that these places have suffered from conflict 

and that it has been very difficult for the government to access them, then the result is realistic. Thus, 

policy-makers can begin thinking of better outreach policies to target these difficult areas where 

people need the support and they are having struggles to get it. 

The next key part of the code is in lines 277 to 308 where the outlines are beginning to be identified. 

 

In these code lines, the first step is to create some temporal variables associated with the original data 

values. These will be used to contrast the prediction power of the model. Then, all the variables are 

predicted (lines 287-293) and used to predict expected participation (lines 295-38). After these lines 

there are some additional code lines to map the results. Notice that the update is only done for the 

beneficiaries. This is done because it is not expected that people that are non-beneficiaries provide 

incorrect information to avoid participating in the programme. Moreover, sometimes the non-

beneficiary don’t report anything. 
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In contrast to the previous graph, this technique the side of the graph linked to current beneficiaries. In 

this case, it is possible to observe a specific anomaly around region D where there is a larger share 

of individuals who are presenting atypical values and therefore, it might be prudent to understand 

better what is happening there. 

In this context, it is important to review the prediction capacity of the models.  

 

As you can observe here, this chart is what is expected from a prediction model. The predictions are 

more or less aligned with the real values, but there is some natural noise around this prediction (note 

that the points on the diagonal are the non-beneficiaries, as their values were not replaced). 
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This graph is used for categories. Notice that this model is presenting prediction problems because it 

never predicts more than three sources; all the predictions are either 1, 2, or 3. Moreover, based on 

the colour gradient, usually the prediction of 2 sources is quite accurate, but for 1 and three sources 

the prediction is not so reliable. This suggest that due to the noise within this variable, it is better to 

create additional validation mechanisms as it can be a source of errors. 
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Finally, notice that indebtness clearly has an awkward trend where a significant group of individuals 

are expecting to have significantly lower values of the ones they claim to have. Mixing this with the 

idea that region D, a middle class region, was flagged as a potential issue, it is possible to develop a 

working hypothesis. For example, given that middle class can be in near the cut of benefits, the people 

around this values will alter the reporting of income sources to make sure that the calculation of the 

indebtness is higher and be able to access to the system. In this case it will be important for the policy 

regulator to implement more monitoring controls in this group, and in region D. This hypothesis is 

consistent with the story stated along the previous four graphs. Although it is impossible to guarantee 

that this is what is happening, having this hypothesis can help the policy makers to create better and 

more focused monitoring mechanisms that will improve the allocation of resources to the people that 

needs them the most. In this section some other results haven’t been included in the manual, but the 

trainee is welcomed to review them and identify other possible hypothesis related to the coverage of 

the programme. 

 

To finalize the analysis, lines 711-733 measure the prediction error. In this case the error measurement 

is calculated as the squared error (predicted minus observed, all squared), and then it is standardized 

by the average error. By doing this procedure, the error can always act as a benchmark around the 

value of 1.  
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In general, there is more predictive power on high deciles than in the low deciles. This makes sense 

because rich individuals will tend to have more constant values of positive elements. For example, 

regularly have lower ratios of people per room, and lower consumption shares. In contrast, for poor 

individuals, the range is bigger as poverty can be manifested in many ways. However, there are two 

variables worthy to highlight. The first one is health, which has an atypical peak on the seventh decile, 

and the indebtness with an atypical peak on the fourth decile. For the latter case, this result supports 

the previously stated hypothesis that there might be some dynamics going on in the middle class that 

can be misallocating individuals. Finally, by noticing those variables with larger errors, the 

policymakers can identify easier what are the variables that need the most control from part of the 

authorities due to their large variances, which make them difficult to validate statistically. In this case, 

for example, the variable associated with people per room, or internet for the poorest decile are 

highly random, so it is very difficult to create an algorithm that accurately guess if the individual is 

providing the correct information. Thus, it is necessary to implement additional controls to support the 

monitoring of the beneficiaries to avoid aid misallocation. 

Some notes on the beneficiary evaluation 
While this topic will not be formally discussed in the current manual, this subsection provides some 

thoughts that guide the trainee on how to proceed. The purpose of this last step is to trace individuals 

across time. For that reason, the first element is to identify what are the key variables to check the 

evolution of the beneficiary. For example, if the social programme was focused on improving the 

employability condition of an individual, a natural tracing variable is the time that the individual spends 

in the programme. Another example are health related programmes, where the tracing variable is the 

health of the beneficiary.  

However, there are three challenges upfront. The first challenge is that sometimes the situation improves 

or gets worsen regardless of the programme. For example, talking about the unemployment aid 

programmes, if the economy is performing better, people are expected to get the jobs faster, 

independent of participating in the program. Thus, the statistical strategy needs to consider the 

evolution of the beneficiary and contrast it with the evolution of people that are not beneficiaries 

(control group). 

The second challenge is related to the participation of the individuals in the programme. Several 

programmes are go beyond income transfers and have workshops, events, and activities aiming to 

support the beneficiaries. Knowing that the individual participate in this activities is needed to know if 

the improvement can be attributed to the programme. Yet, signing an assistance list is not the same as 
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being engaged in these events. Thus, programmes need to develop monitoring mechanism that can 

quantify the engagement of individuals. 

The final challenge is linked to the participation in multiple programmes. Depending on the country, 

individuals tend to be beneficiaries of more than a unique programme and therefore, any improvement 

needs to be analyse realizing that it can come from only one of these programmes, or as a synergy 

between them. Thus, in contrast to the previous steps, it is important to have good knowledge of the 

different programmes in which an individual participates. 

Without doubt, the large data requirements for this step makes it impossible for many countries to 

implement it given the current state of their information systems. Nevertheless, it is important to note 

these ideas so that the system can evolve to include more and more of these variables and in that way, 

the analysis of programmes can constantly improve. 
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Final remarks 
The current manual is a training aid generated by ESCWA to support a set of capacity building 

activities oriented for countries that want to improve the way in which information is used to improve 

the efficiency and efficacy of their social assistance programs. As it has been stated along the manual, 

each country has its own particularities and therefore, the statistical analysis will be incomplete without 

a proper in-situ knowledge of the institutions, culture, environment, social practices, economy, and 

political context of a country. Nevertheless, the data analysis tools can be used to create a rapid 

assessment to guide those aspects that can create issues, challenges, and opportunities for the 

programmes. On that note, this manual can be seen as serving two purposes. On the one hand, the 

manual is a conceptual tool, and across the theoretical explanations in part 2 the policymakers can 

learn about useful tools, organized in a logical analytical framework (SPP-RAF). On the other the 

manual is an applied tool that guides the analysis on good practices for the use of the statistical 

software R and how it can be used to improve the automatization and professionalization of reports. 

Hence, by serving these two audiences, the manual, is expected to have a positive impact on the social 

assistance programmes of the countries, and through them, improve the livelihood of the people. 
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